
Expert Systems With Applications 266 (2025) 126071 

A
0
n

Contents lists available at ScienceDirect

Expert Systems With Applications

journal homepage: www.elsevier.com/locate/eswa

Automatic detection of scratching events on vehicles with audio-based
spectrograms
André R. Soares a,b, André L. Ferreira a,b , João M. Fernandes b,c ,∗

a Bosch Car Multimedia Portugal S.A., Braga, Portugal
b Centro ALGORITMI/Dep. Informática, Universidade do Minho, Braga, Portugal
c CCG/ZGDV, Guimarães, Portugal

A R T I C L E I N F O

Keywords:
Deep learning
Scratch
Damage detection
Convolutional neural network
Automotive

A B S T R A C T

The identification of damages, specifically scratches, on the structure of vehicles is a challenge to many
businesses. In most automobile industries, this process is mainly performed by human vision, which is unstable
and error-prone. Companies are avidly seeking for automatic solutions to facilitate this type of inspection.
This article is about an endeavour that intends to develop a novel software-based solution for automatically
identifying events that can cause scratches on passenger vehicles. The algorithm that identifies scratching
events is at the heart of that solution. The algorithm is based on a convolutional neural network and was
designed to use audio data obtained from microphones installed in vehicles.

The article presents methods for transforming audio signals into images representing the spectral char-
acteristics of the audio. It also describes the development and the evaluation of the convolutional neural
network that was trained to identify scratching events. The convolutional neural network undergoes training,
considering the vast array of sounds that a microphone can detect, within the countless everyday driving
environments which vehicles can be subjected to.

The accuracy of the convolutional neural network that identifies scratching events has an excellent
performance, as indicated by a Matthews correlation coefficient equal to +0.90. Our work highlights the
potential of convolutional neural networks in scratching events identification and prepares for future research
to expand the dataset and to incorporate a wider range of events to be detected. These promising results permit
one to consider the use of the algorithm in different applications for the automotive domain.
1. Introduction

Artificial Intelligence undeniably has a significant impact on society
across various domains. Deep Learning (DL), in particular, has revo-
lutionised the way machines learn by employing efficient techniques
to tackle complex problems, driving innovation in numerous industries
that benefit from this technology. One such industry is the automotive
industry, where there have been major changes in ownership models.
Nowadays, many persons are looking for viable alternatives to vehi-
cle ownership, particularly in large cities with well-developed public
transportation infrastructure. Choosing to rent a vehicle for occasional
trips eliminates concerns related to own a vehicle, like maintenance
costs, taxes, and insurance, providing a fast and accessible way of
getting around a city. Renting a vehicle is an attractive option for a
large number of persons, that put aside the otherwise usual demand of
owning one.

From a business standpoint, it is evident that customers do not
always take the best care of the rental vehicle while they are in its
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full possession. Therefore, a comprehensive inspection for damages at
the end of each rental period becomes necessary. However, relying
solely on human inspection can be both laborious and prone to er-
rors, potentially resulting in financial losses for the company due to
overlooked damages. Given this context, it becomes crucial to monitor
both the internal and external surfaces/parts of the vehicle, equipping
it with sensory capabilities to detect impacts that may lead to damages
(scratches, dents, etc.). However, it is a challenge to inspect such
defects in a computer system, due to the imbalanced illumination, spec-
ular highlight reflection, various reflection modes and limited defect
features.

Bosch is currently working on a product for a car group. The com-
pany developed an anomaly audio detection task for the automotive
domain, where image-like time–frequency representations of audio are
explored (Coelho et al., 2022). A CNN-based algorithm was used with
success in detecting abnormal sounds inside a vehicle cabin. This article
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is a continuation of that previous work. The algorithm presented in this
rticle is part of system to be use in a car-sharing service available to
he general public on demand, aiming to provide a more user-friendly
nd efficient system. The system aims to solve the damage inspection
roblem by leveraging CNN-based algorithms to identify scratches in
 vehicle equipped with sensory capabilities, by gathering audio data
ith microphones. So, instead of trying to identify the scratches directly

n the vehicle surfaces, the product aims to identify, using microphones,
he events that have potential to create scratches in the vehicle. This
roduct can have a number of different applications in the automotive
ndustry. It promises to significantly reduce inspection costs, to mitigate
uman errors in damage assessments, to offer valuable insights about
he condition of the vehicle to the driver, and to provide real-time
pdates to car rental companies and to insurance companies regarding
he status of vehicles.

1.1. Major aim and objectives

The major aim of this work is to develop an CNN-based algorithm
o detect scratches in vehicles, using audio-data (obtained with
icrophones). This is achieved through the transformation of audio

data into a visual format (spectrograms), coupled with the deployment
of advanced CNN techniques for classification and detection.

In pursuit of the major aim, this work is guided by two objectives:

• O1: To develop a method for scratching events detection in vehi-
cles through the transformation of audio signals using a CNN. This
step aims to check the feasibility of detecting scratches by using
images that are visual representations of the signal when these
are performed in a controlled environment. This means ideal
situations where the scratching event occurs without background
(non-scratching) noises.

• O2: To develop a method for scratching events detection in vehi-
cles that can handle more realistic scenarios by accounting for the
polyphonic acoustic environment to which a vehicle is exposed.

Throughout the development process, the emphasis was placed on
ssessing the impact of various techniques, such as data augmentation,

transfer learning, and types of visual representations, on the overall
ccuracy and effectiveness of the models. The CNN-based algorithm
ust be reliable and it is expected to achieve a high Matthews cor-

relation coefficient (MCC), making its use feasible and valuable for
implementation in industrial applications.

1.2. Key contributions

To our knowledge, this is the first approach reported in the lit-
rature developed to detect scratches in vehicles based on audio-
ased spectrograms for industrial purposes. The following are the key
ontributions of this work:

• Description of the data collection, model selection, and the util-
isation of transfer learning and fine tuning techniques to build a
robust detection algorithm for scratching events in vehicles.

• Organisation of a training set based on a series of experiments
conducted on audio and images.

• Use of log-mel spectrograms as the optimal choice for scratching
events detection with CNNs.

• Use of the VGG16 CNN model for conducting all the development
effort.

• The CNN-based algorithm achieved MCC scores of over 0.90 for
the best models, which are considered excellent and well-suited
for many industrial applications.
2 
The remaining part of the paper is organised as follows. Section 2
describes the related work on CNNs and on the use of audio-based
spectrograms in scratch identification, namely in vehicles. Section 3
presents the steps that conducted to the tuning of the scratch detection
algorithm. Section 4 presents the selected CNN model and how it was
parameterised to cope with the problem under consideration. Section
rovides the discussion and performance analysis. The conclusions and
uture work are presented in Section 7.

2. Related work

This section discusses two important topics within this manuscript:
(1) CNNs, and (2) audio-based spectrograms for scratch identification.

2.1. Convolutional neural networks

Convolutional neural network (CNNs) are loosely based on the
anner in which all mammals perceive the world around them, using
 hierarchical series of feature recognition mechanisms. This process
tarts with simpler features like diagonal lines or curved edges and
rogresses towards more complex and abstract recognitions, such as
ombinations of shapes and finally the classification of entire objects.
NNs have emerged as the gold standard for image-related tasks,

specifically designed to process data represented as arrays. For instance,
n the case of a colour image or an audio spectrogram, the computer
erceives the image as a matrix of pixels with height, width, and
epth, where each colour channel (RGB) corresponds to a 2D array.
herefore, a 24 × 24 × 3 image matrix refers to a 24 × 24 image
ize with three colour channels. If we are processing an audio signal
r sequences 1D arrays would be used or 3D arrays in the case of

volumetric images. Deep CNNs have made significant breakthroughs
in image, video, speech, and audio processing, successfully applied
to tasks such as object detection, segmentation, and recognition of
objects in images such as traffic sign recognition (Shangzheng, 2019),
egmentation of biological features (Perry & Fernandez, 2019), and face

detection (Qu et al., 2018).
The architecture of a CNN consists of two fundamental types of lay-

rs: convolutional layers and pooling layers (LeCun, Bengio, & Hinton,
2015).

• Convolutional layer: This layer constitutes the basic unit of a
CNN and it is where one can find most of the computational part.
It applies convolution to the input, generating results that are
subsequently passed on to the next layer of the neural network
(NN). The convolution operation involves applying a filter to
the entire image, extracting relevant features. Fig. 1(a) shows an
example of a convolution operation. By applying the kernel to the
small green patch in the input matrix, the result obtained with
4 × 0 + 3 × 1 + 0 × 2 + 1 × 3 that equals 6 for the first element in the
output matrix.

• Pooling Layer: Downsampling is employed to efficiently reduce
the dimensionality of the data representation, enabling the CNN
to utilise fewer parameters. This makes the CNN more compu-
tationally efficient, particularly during training. Pooling involves
selecting a filter size and a stride, moving the filter across the
image and applying the pooling operation. Common pooling op-
erations include max pooling, which returns the maximum value
captured by the window applied throughout the image, and av-
erage pooling, which returns the average value. Pooling also
helps address the issue of overfitting (Aloysius & Geetha, 2017).
Fig. 1(b) shows an example of the max pooling operation applied
to a matrix, where the maximum value, captured by a 2 × 2 filter
with strides of 2 × 2, is passed to the output matrix.
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Fig. 1. (a) Convolution and (b) max pooling operations.
Fig. 2. The architecture of LeNet5 (Lecun et al., 1998).
After the feature extraction phase in the convolutional and pooling
layers, the CNN utilises fully-connected layers. These layers are sim-
ple feed-forward NNs layers, where each node is connected to every
node in the previous and next layer. Fully-connected layers perform
classification tasks. However, one major drawback of fully-connected
layers is their large number of parameters, which increases the like-
lihood of neuron interdependence (i.e., overfitting). To mitigate this,
regularisation techniques such as dropout are often implemented at this
stage.

The architecture of a CNN plays a crucial role in determining its
performance and efficiency. The arrangement of layers, the components
within each layer, and the overall design have a significant impact
on the speed and accuracy of the CNN in various tasks. Common
CNN architectures often consist of a series of alternating convolutional
and pooling layers, followed by fully connected layers. Many of these
architectures have gained widespread usage and recognition, achieving
state-of-the-art results in influential computer vision competitions, like
the ImageNet Large Scale Visual Recognition Challenge (ILSVRC).

LeNet5, created by Lecun, Bottou, Bengio, and Haffner (1998) for
handwriting recognition, is one of the pioneering CNN architectures.
As illustrated in Fig. 2, it has seven levels.

CNNs have been used in various applications, including segmen-
tation of indoor scene images (Zhu et al., 2021), detection of defects
of leather (Iqbal, Khan, Naqvi, & Holmes, 2023), the Alzheimer’s dis-
ease (Erdogmus & Kabakus, 2023), classification of rice varieties (Din
et al., 2024), diagnosis of thunderstorm prediction (Jardines et al.,
2024), and estimation of hand gestures (Shanmugam & Narayanan,
2024).

2.2. Audio-based spectrograms in scratch identification

As far as we are aware, there are not any scientific publications
discussing the use of audio-based spectrograms in automotive scratch
identification. There are however some proposals to detect defects on
the exterior of vehicles based on different approaches.

Pachón-Suescún, Pinzón-Arenas, and Jiménez-Moreno (2019)
present an algorithm based on convolutional neural networks and a
variant of these using regions (CNN and R-CNN) that detect scratches in
a vehicle. The algorithm uses the capture of one of the sides of a vehicle
and an R-CNN extracts the region of the image where the vehicle is
located. The extracted region is divided into various sections, and each
3 
one is evaluated by a CNN to detect in which parts the scratches are
located. With the test images, a precision percentage of 98.3% was
obtained in the R-CNN, and 96.9% in the CNN.

van Ruitenbeek and Bhulai (2022) present a damage detection
model to locate vehicle damages and classify the damages into twelve
categories. They include scratches as a damage category and use var-
ious deep learning algorithms. Their final model is able to accurately
detect small damages from 2D images under various conditions such as
water and dirt.

Zhou et al. (2019) present the development of an automatic inspec-
tion system for automobile surface defects that are located in or close
to style lines, edges and handles. Experimental results demonstrate that
their system can effectively reduce false detection of pseudo-defects
produced by image noise and achieve accuracies of 95.6% in dent
defects and 97.1% in scratch defects.

Rao and Desai (2022) describe an automatic dent detection system
that uses a Mask-R CNN algorithm. They discuss how to detect dents
using infrared (IR) sensors for distance measurement from defined
threshold. The authors indicate that the usage of IR sensors makes their
solution unique, since those sensors are more reliable than any other
sensor.

Arnal, Solanes, Molina, and Tornero (2017) introduce a new ap-
proach to detect defects, cataloged as dings and dents, on vehicle
body surfaces, which is currently an important issue in the automotive
industry. Their method consists of two major steps. In the first step,
light patterns projected on the body surface sweep uniformly the area of
inspection in the pre-processing step. Additionally, a new image fusion
law based on optical flow is used to obtain a resulting fused image hold-
ing the information of all variations suffered by the projected patterns
during the sweeping process, indicating the presence of anomalies. In
the second step, a new post-processing step is proposed that eliminates
the need of using pre-computed reference backgrounds to distinguish
defects from other body features such as style-lines.
3. The scratch detection algorithm

In this section, we delve into the practical work, discussing key
aspects such as data collection, model selection, and the utilisation of
transfer learning and fine tuning techniques to build a robust vehicle
scratch detection algorithm. DL has rapidly emerged as the state-of-
the-art solution for computer vision problems. The objective of this
article is to document the development of a vehicle scratch detection
algorithm by leveraging audio captured inside a vehicle. The initial
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phase involved extensive research to identify the best approaches for
imilar problems followed by careful reflection and strategy outlining to
etermine suitable techniques for the given situation. Subsequently, the
achine learning (ML) cycle project was initiated, which encompasses
 series of well-defined steps commonly employed by ML development
eams. The project begins with data-related tasks, such as data collec-
ion, understanding the data, and preparing it for further processing.

Then, a practical approach is taken, involving the selection of an
ppropriate model, training it on the prepared data, evaluating its
erformance, and fine-tuning hyperparameters. In this context, spec-
rograms serve as representations that depict the strength of audio
ignals over time and various frequencies, presented as images. These
pectrogram images are commonly used with deep NNs to address
mage detection and classification tasks in computer vision. Right away,
t becomes apparent that one fundamental difficulty with the challenge
ill be the distinction between the strength of the sound produced by

cratches and the background noise present in the audio. In real-life
cenarios, vehicles are subject to a wide variety of sounds originating
rom the infinitely possible environments where someone could drive
o. Factors like speech, music, horns and engine noises can induce
ifficulties in scratch detection, but it is something that the algorithm
hould be ready to deal with.

This article documents a series of experiments conducted on audio
and images, which were organised into a training set. The goal is
to achieve results that are applicable to real-life implementations of
scratch detection algorithms in vehicles. All the development work was
carried out using an Anaconda environment for Python, utilising the
latest version of TensorFlow along with the Keras API, which provides
comprehensive support for every step of the ML workflow. Scikit-learn
was employed for predictive data analysis, Numpy for efficient array
manipulation and linear algebra operations, and Matplotlib for creating
interactive visualisations to facilitate analysis within the project.

3.1. Transfer learning and fine tuning

To develop the system, the chosen approach was to leverage existing
open-source CNN architectures using a prevalent technique known as
Transfer Learning. Implementing a DL NN typically requires a substan-
ial amount of data, however, collecting scratch data from vehicles with
ensors can be a costly and time-consuming task, making the available
ata insufficient for effective testing of scratch detection algorithms.
o address these challenges, various studies propose the use of fine-
uning or publicly available datasets as alternatives. By utilising CNNs
uch as VGG16 or ResNet50, DL can be employed with relatively small
mounts of data. These NNs have been trained on massive datasets,
nd their weights have been made available online. Transfer Learning
nvolves transferring the knowledge gained by these pre-trained models
o different but similar problems. This is accomplished by removing
he top layers responsible for classification and adopting the weights of
he remaining layers as a feature extractor. These layers are typically
rozen, meaning that they are not updated during training. Subse-
uently, the user can add a classifier for the new task and introduce
dditional new layers as needed. Fig. 3 illustrates a general example of
ransfer learning.

Fine-tuning these NNs entails refining a pre-trained model using
a new dataset. During this process, images from the original training
dataset are replaced by images related to the new class of interest, more
specifically, spectrograms generated from the audio captured inside
vehicles. Applying fine-tuning or transfer learning can be particularly
useful in CNNs for the problem at hand. Therefore, refining these
re-trained NNs on large public datasets was a reasonable strategy
o expedite the training process. The ImageNet dataset, on which
hese pre-trained NNs were trained, does not contain spectrogram-like
mages. Consequently, the weights might not be optimised for solving a
roblem that deviates from the original ImageNet challenge. Therefore,
t is crucial to explore alternatives where the ImageNet dataset does not

lay a significant role in the developed solution.

4 
Fig. 3. A general illustration of transfer learning/knowledge. The pre-trained NN on
he left is utilised as a base (without the classifier) for the NN on the right.

3.2. Data collection for scratch detection

The research work described in this article is focused on detecting
scratching events through audio signals. Therefore, data acquisition

ust respect this restriction, by using a setup that contains a mi-
rophone to record the audio. The audio clips used were gathered
sing sensors positioned on the windshield near the rear-view mirror
f various types of vehicles and under different conditions. While all
cratching events were recorded with the vehicle in a stationary state, it
as essential to include data from moving vehicles due to the diversity
f background noise encountered in such scenarios. These dynamic
ituations often involve multiple passengers engaged in conversations,
inging, radio listening, and similar activities. Consequently, the data
ollection aimed to encompass various use cases that represent the ma-
ority of sounds to which a vehicle might be exposed. These categories
nclude:

• Scratches: Capturing the sounds of scratches while the vehicle is
stationary.

• Talking: Recordings of conversations among passengers.
• Radio sound: Gathering audio with singing and unusual sounds

that typically do not occur during normal passenger conversa-
tions.

• Vehicle noises: Including sounds from engines, wipers, mir-
rors, doors opening and closing, ventilation systems, and other
vehicle-related noises.

• Damage noises: Incorporating abnormal events beyond scratches
that could potentially be close to scratching events, such as
collisions with other vehicles and impacts with objects.

This comprehensive approach to data collection ensures a diverse
and representative dataset for training and testing the scratch detection
algorithm. The types of events recorded in the full dataset used in this
work are indicated in Tables 1–3. Table 1 lists the events that result
in damages to the vehicle, but that are not scratch-related. Table 2
lists events that create sound, but that do not generate damages to
the vehicle and Table 3 enumerates the scratching events that make up
our target class.

Due to constraints during the data collection phase, it was not
ossible to capture every conceivable type of event, such as ‘‘breaking
indows’’. The primary focus of the collection efforts was on stationary
ata, as all scratch data were collected in this manner. While there
ere a limited number of data collections involving moving vehicles,

the duration of recordings in such cases was considerably longer. This
extended recording time helped compensate for the relatively lower
number of collections in this category.
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Table 1
Damage events, excluding scratches.

Description # events

Eoor opens against object 54
Object impacts door 37
Object impacts bumper 33
Vehicle hits bumper 5
Object impacts back trunk 1

Table 2
Non-damage events.

Description # events

Close door 532
Knock 455
Slap roof 403
Wiper is on 230
Slap windshield 201
Open/close sun visor 134
Impact object 127
Open/close makeup mirror 93
Open door 78
Mount/dismount holder 55
Open/close mirror folding 55
Slide object against windshield 42
Detach/fix sun visor 28
Open door against object 20
Stomp 6
Wash vehicle 4
Ventilation is on 3

Table 3
Scratching events.

Description # events

General scratch 106
Front 65
Back 54
Door front left 25
Door back right 24
Door front right 16
Door back left 14
Bumper front left 4

Table 4
Car models used in the data collection.

Car brand Car model Acquisition

Audi A5 Stationary/moving
BMW i3 Stationary
BMW X1 Stationary
BMW 5 Stationary
Mercedes A45 Stationary/moving
Mercedes GLA Stationary
Mini Stationary
Smart Stationary
Volkswagen Polo Stationary
Volkswagen Tiguan Stationary

Table 5
Stationary and moving data collection.

Car state # collections Collections (time)

Moving 9 50 min 45 s
Stationary 504 4 h 21 min 01 s

Table 4 provides details regarding the different vehicles used and
the types of acquisitions. A total of 513 data collections in audio format
were considered. More details can be observed in Table 5.

Since data collection was conducted using various vehicles, diverse
locations, and consequently different microphones, a crucial step was
to establish a common ground through post-processing. This involved
5 
Table 6
Scratching and non-scratching events distribution in data collection.

Type of event # events Events (time)

Non scratch 2656 40 min 02 s
Scratch 309 2 min 32 s

Fig. 4. Example of a label (in green).

resampling all audio clips to a consistent sampling rate of 24 kHz to en-
sure uniformity. Following the data collection phase, the focus shifts to
examining the scratch data separately. Table 6 outlines the distribution
of scratch and non-scratch data events, looking at the table one of the
most notable characteristics of this dataset becomes evident: it is highly
imbalanced. This mirrors a real-life scenario where the occurrence of
non-scratch sounds in a vehicle significantly outweighs scratch-related
events. To address this potential data imbalance, various techniques
were employed.

3.3. Labelling

Data labelling is a time-intensive phase in the development process
and arguably one of the most critical aspects in creating supervised ML
algorithms as the quality of annotated data can significantly impact
the effectiveness of the solution. Given its vital role in enabling the
algorithm to build an accurate understanding of real-world conditions,
data labelling should not be underestimated. Poorly labelled data can
lead to very complex issues in the algorithm that are challenging to
diagnose.

Initially, each audio clip underwent labelling with the onset and off-
set timestamps of scratch-related events. To ensure accurate labelling,
the data labelling process was executed in two stages. The first labelling
took place during the data collection phase, facilitated by a software
application that allows real-time labelling using hotkeys. Subsequently,
another software application provided a user-friendly interface, en-
abling meticulous analysis of each clip. This interface allowed for signal
visualisation and playback, along with the verification of corresponding
labels. Fig. 4 displays an audio clip featuring a labelled section.

After labelling the collected data clips, spectrograms were generated
using soft labels that denoted the percentage of the presence of a
scratching event within the respective window of analysis. For instance,
consider a spectrogram corresponding to 0.5 s of audio, a data point
assigned a soft label of 0.4 indicates that a scratch is present for
40% of that specific spectrogram, specifically spanning 0.2 s. This soft
labelling approach offers a more accurate representation compared to
hard labels, where data points are assigned to a specific class (scratch or
non-scratch), the difference between both approaches can be observed
in Table 7. As soft labelling is a more accurate way of representing the
duration of scratches in the time interval represented by a spectrogram,
this was the method used in this work.
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Table 7
Soft and hard labels for two different spectrograms.

Spectrogram image Soft label Hard label

0.88 1

0.28 0

Fig. 5. Window size and overlap length of the window function for STFT.
Source: Adapted from Trethewey (2000).

3.4. Dataset specifications and time–frequency representations

Three major datasets were created to serve as training and test data.
Each dataset can be viewed as an incremental step in complexity, stem-
ming from a gradual increase in detection challenges. The first dataset
addresses the problem in relatively easy conditions, with only scratch-
ing events and, therefore, zero deliberate background events other than
normal background noise that the microphone would pickup during the
collection phase. The second and third datasets represent a progression
towards solutions capable of handling real-life scenarios with diverse
background noises and weaker scratch signals. This iterative process
evolved through continuous analysis and a comprehensive assessment
of the insights and findings from each prior dataset iteration.

These insights drove the necessary adjustments to tackle false pre-
dictions effectively. The dataset experiences a substantial increase in
size in its second version. Consequently, a custom data loader was
developed to efficiently divide the data into small batches that fit into
memory. This approach enables training with datasets of varying sizes
while using limited physical memory. During training and validation,
images are loaded in a random order to enhance generalisation in con-
trast to testing images that maintain their order to facilitate matching
with labels during evaluation.

Several types of time–frequency images were considered in this
work, all created using a sliding window technique with a window
size of 500 ms and a hop length of 50% of the window size. An
example of overlapping windows is shown in Fig. 5. Even though the
overlapping lowers the computational performance due to more data
being calculated, it is necessary and a common strategy used in the
literature both in the signal processing stage and in the calculation of
the short-time Fourier transform (STFT) as it minimises the effect of
leakage by decreasing the signal amplitude near the boundaries of the
samples (Trethewey, 2000).

The conversion process from audio to image represents one of
the most critical aspects of this work. Given the half-second window
analysis of audio signals, it was imperative to select the right features
6 
Table 8
Layout of all datasets considered.

Dataset Training Validation Testing

#1 913 323 533
#2 36 927 12 591 22 185
#3 37 612 12 686 22 318

Table 9
Detailed description of the datasets.

Dataset #1 Dataset #2 Dataset #3

Data collection files 91 465 513
Scratch-related events 166 249 309
Non-scratch-related events 0 2 635 2 656
Scratch-related images 361 553 714
Non-scratch-related images 1408 71 150 71 902

for NN input from the previously studied transformations. In this study,
possible signal transformations include gammatoneagrams, log spec-
trograms, log-mel spectrograms, and chromagrams. Fig. 6 illustrates
an example of all these four transformations for the same scratching
event. In each case, various parameters were thoroughly explored.
For example, different values for the STFT in creating log and log-
mel spectrograms can significantly impact the accuracy of the NNs.
These parameters play a pivotal role in determining the size and
characteristics of the spectrograms.

In the process of generating spectrogram images for the dataset,
a crucial step involved the careful normalisation of the data. Prior to
image creation, the maximum and minimum values within each matrix
representing the spectrograms were computed across the entire dataset.
This ensures that the data fall within a standardised range promoting
stability and efficiency in the training process and contributing to
improved model performance and generalisation.

All data were separated into training, validation and testing with
each group getting, approximately, 50%, 20% and 30% of the images.
The final layout of the dataset is shown in Table 8.

3.4.1. Dataset #1
The first dataset serves as the initial checkpoint in our data col-

lection efforts, aiming to replicate relatively simple scenarios where
scratches are highly distinguishable with minimal or no background
noise, some examples of that kind of scratches are illustrated in Fig. 7.
While not representative of real-life situations, this dataset plays a cru-
cial role in gradually developing the algorithm by gaining insights into
data characteristics and detection capabilities. This dataset comprises
91 distinct recorded clips from our data collection phase, resulting in
166 labelled scratching events with no other types of events or damages
annotated. Within this dataset, 1769 log-mel spectrogram images are
generated. A more comprehensive overview of this dataset is provided
in Table 9.

This dataset marks the starting point for increasing the complexity
of scratch detection. Its smaller image count, as shown in the distribu-
tion presented in Table 10, was important in facilitating faster training
speeds, allowing for more extensive experimentation with high-level
changes to the training data. This process aids in identifying major
dataset flaws, optimal augmentations, and the most effective time–
frequency feature within options like the mel-spectrogram, spectro-
gram, chromatogram, and gammatoneagram. While the dataset ideally
separates images into either clear scratch data or low-noise back-
ground, it may still include some false positives due to imperfect data
collection, including occasional talking and other noises that introduce
challenging-to-predict data. These experiments essentially serve as a
proof of concept, informing the progression to dataset 2.
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Fig. 6. Different types of visual representations considered for the same scratch data.
Fig. 7. Example of scratches being pictured in log-mel spectrograms.
Table 10
Distribution of images in training/validation/testing sets featured in dataset 1.

Dataset Scratch Background

Training 208 705
Validation 60 263
Testing 93 440

Table 11
Distribution of images in training/validation/testing sets featured in dataset 2.

Dataset Scratch Background

Training 339 36 588
Validation 90 12 501
Testing 124 22 061

3.4.2. Dataset #2
The second checkpoint signifies a transition to a more diverse

dataset. The initial dataset revealed challenges in handling random
background noise, prompting this iteration to incorporate background
data in an effort to reduce the occurrence of false positives. This dataset
introduces a wide variety of non-scratch damage events and includes
examples of common noises originating from vehicle engines, passenger
conversations, and live radio music, some examples of that kind of
background events are illustrated in Fig. 8. A detailed breakdown of
the dataset is provided in Table 9.

This dataset was specifically designed to address the issue of false
positives detected in dataset #1. It encompasses different types of non-
scratch-related events, with careful consideration given to ensuring that
each type of background event is represented in both the training,
validation and testing datasets. However, the substantial increase in
the number of background images contributes to a highly unbalanced
dataset, as illustrated in Table 11.

3.4.3. Dataset #3
The third and final dataset in this work aims to replicate real-life

conditions as closely as possible. As preliminary tests showed some
difficulty in dealing with distant background talking, the need to search
and add this type of data arose for a better and more complete final
dataset version. While it maintains a similar number of total images
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Table 12
Distribution of images in training/validation/testing sets featured in dataset 3.

Dataset Scratch Background

Training 438 37 174
Validation 109 12 577
Testing 167 22 151

as dataset #2, this version introduces a more diverse range of scratch-
related events, including those with weaker audio signals, resulting in
dimmer representations of scratching events within the spectrograms.
Refer to Fig. 9 for examples of these scratches. The inclusion of such
variations is essential to challenge the model and ensure its robustness
in detecting scratches in realistic scenarios. A more detailed description
of the dataset can be seen in Table 12.

3.5. Metrics

As the development of the algorithm progresses, it becomes in-
creasingly important to establish robust metrics for evaluating and
comparing its performance. The issue of classifying images for damage
detection purposes can be framed as a binary classification task, where
the goal is to distinguish between damage and non-damage instances.
This binary classification leads to four possible outcomes: true negative
(TN), true positive (TP), false negative (FN), and false positive (FP).
These outcomes can be expressed by a two-by-two matrix known as a
confusion matrix (Fig. 10).

While various metrics can be derived from a confusion matrix, some
of them can be misleading, especially when dealing with extremely
unbalanced datasets, as is the case in this work, where the number
of background event samples significantly outweighs the number of
scratch data samples. To address this challenge, the MCC was selected
as the primary metric for evaluating the CNN models, as it is considered
the most robust and recommended metric for binary classification
performance evaluation (Canbek, Temizel, & Sagiroglu, 2021). The
MCC formula looks like this:

𝑀 𝐶 𝐶 = 𝑇 𝑃 × 𝑇 𝑁 − 𝐹 𝑃 × 𝐹 𝑁
√

(𝑇 𝑃 + 𝐹 𝑃 )(𝑇 𝑃 + 𝐹 𝑁)(𝑇 𝑁 + 𝐹 𝑃 )(𝑇 𝑁 + 𝐹 𝑁)
(1)
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Fig. 8. Example of different types of backgrounds events being pictured in log-mel spectrograms.
Fig. 9. Example of more complex scratches being pictured in log-mel spectrograms.
Fig. 10. Confusion matrix for binary classification.

The MCC scores range between −1 and +1, in which those ex-
treme values correspond to misclassification and perfect classification,
respectively. The 0 value indicates a random prediction, which can be
replaced by a coin tossing classifier. MCC is a robust statistical measure
that offers several advantages over metrics like F1 or accuracy (Chicco
& Jurman, 2020). MCC yields a high score only when the model
performs well across all four categories of the confusion matrix, making
it proportional to the sizes of both positive and negative elements in
the dataset. This characteristic makes MCC particularly suitable for
assessing model performance in unbalanced datasets.

3.5.1. Establishing a threshold
In the context of developing a predictive model, class prediction is

achieved through the use of a threshold, often set at 0.5. Values equal
to or greater than the threshold are classified as scratches, while values
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below the threshold are classified as non-damage instances. However,
it is crucial to recognise that using a default threshold of 0.5 may not
be optimal for every problem, thus, the fact that this default threshold
is commonly used in the literature it is important to do some threshold
tuning and analysis.

To optimise the models, it was conducted a threshold analysis.
Fig. 11 illustrates the distribution of scratch-related images based
on their soft labels. The distribution appears linear until reaching a
threshold value of 0.4, beyond which there is a more exponential
increase. Consequently, we selected 0.4 as the threshold that distin-
guishes scratch predictions from background/non-scratch predictions.
Any image with a label equal to or greater than 0.4 is considered a
scratch, while those with labels below this value are categorised as
background.

This threshold analysis was conducted using the full dataset, as
intended in dataset 3, and remained constant throughout the entire
development process. Additionally, similar inferences were made when
conducting the same analysis on dataset 1, even though it contained a
smaller number of scratches. This approach ensured a consistent and
data-driven threshold selection for evaluating the performance of our
models across different datasets and conditions.

3.5.2. Image-oriented metric
An image-oriented metric adheres to the standard evaluation pro-

cess for image classification in DL models. Each real label of an image
is compared to its predicted label, and based on a predefined threshold,
it is categorised into one of the four confusion matrix categories.
This metric offers a realistic assessment of the NN effectiveness, as it
scrutinises each image individually. This approach stands in contrast to
the scratch-oriented metric, which is discussed subsequently.
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Fig. 11. Accumulative percentage of scratches by label (only for images with label
higher than 0).

3.5.3. Scratch-oriented metric
The scratch-oriented metric introduces a novel perspective on the

classification of positives within the algorithm. Given that the audio
stream is analysed in a sliding window fashion with a fixed length,
a single scratching event may generate multiple spectrograms. In an
image-oriented metric, a true positive in the confusion matrix indicates
an image for which both the true and predicted labels are higher than
the designated threshold, classifying it as a scratch. While this image-
oriented classification is valid and informative, it is crucial to evaluate
the performance of the algorithm in real-life scenarios, in which the
primary goal is to detect scratches. In practical terms, if a scratch
consists of multiple images, it might not be critical if one or two of these
images fall below the detection threshold. What truly matters is that
the algorithm successfully identifies the presence of a scratch within
the entire set of images comprising that particular scratching event.

Consequently, we developed a scratch-oriented classification, where
a true positive signifies a correct prediction of a scratching event as a
whole, as opposed to a correct prediction for individual images within
the scratch. This approach aligns more closely with the end goal of
detecting scratches comprehensively. For instance, if a scratching event
is composed of four different images, it is considered a true positive if
the algorithm successfully identifies the presence of the scratch in any
of these images. This approach provides a more holistic evaluation of
the algorithm, ensuring that scratches are identified across all relevant
images within a given event.

3.6. Exploring spectrogram mixing

In an attempt to merge features of multiple types of visual repre-
sentations, it was developed a technique where each generated image
would be a fusion of three different images. As the images being
created are in RGB format, and RGB images are essentially 3D matrices
with three channels for red, green, and blue colours, the project took
advantage of this structure to incorporate three distinct matrices of
different features, placing each one in a separate channel. Although
this might result in a spectrogram that appears imperceptible to the
human eye, the expectation was that the CNN would learn the funda-
mental changes between scratches and background data presented in
the input data matrices. In the first iteration of this spectrogram mixing
approach, a non-mel-scaled spectrogram, a mel-scaled spectrogram,
and a gammatoneagram were combined. An example of this process
is presented in Fig. 12.

The chromagram was introduced in the second iteration and inte-
grated with a log-mel-scaled spectrogram and a gammatoneagram. This
approach aimed to further enrich the input data and enhance the NN
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Fig. 12. Example of log spectrogram, log-mel spectrogram and gammatoneagram
mixing.

Fig. 13. Example of log-mel spectrogram, chromagram, and gammatoneagram mixing.

ability to extract relevant features. An example of the mixing process
in this second iteration is depicted in Fig. 13.

Spectrogram mixing represents an innovative approach to data
representation, where diverse spectrogram types are integrated into a
single image, potentially providing the CNN with a more comprehen-
sive understanding of the intricate features of the audio data, ultimately
contributing to improved scratch detection accuracy.

3.7. Exploring training set augmentations

When initially reached a validation loss plateau during training, it
became imperative to consider a variety of data augmentation tech-
niques. Given the relatively limited amount of scratch data available,
data augmentation emerged as a crucial strategy to increase the diver-
sity of the training dataset by applying random yet realistic transforma-
tions. To achieve this, it was closely examined the spectrogram images
generated from the existing datasets and rigorously tested different rel-
evant augmentation methods on them. These methods were evaluated
individually for their effectiveness before combining them to explore
whether more promising results could be achieved. All augmentations
were carried out using the imgaug library.

• Flip augmentation: Our initial experiments focused on image
flips. Horizontal flips, in particular, were applied, which depict
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Fig. 14. Multiple type of augmentations used in this work.
a scratch sound in reverse while preserving all the essential
characteristics of the spectrogram. Remarkably, flip augmentation
consistently proved to be the most effective technique in enhanc-
ing scratch detection throughout each iteration of our datasets.

• Emboss augmentation: The next augmentation involved em-
bossing the spectrogram image. This technique accentuates and
highlights pixels in areas with high contrasts, as if the image were
etched onto a metal plate. Embossing is similar to sharpening as
it aims to emphasise scratch-related regions while diminishing
background static data. However, when employed as a stan-
dalone augmentation, it did not yield significant improvements
compared to flip augmentations.

• Sharpen augmentation: Another augmentation method we ex-
plored was image sharpening. Similar to embossing, sharpening
sought to enhance scratch features. Although there was a dis-
cernible improvement in results compared to the baseline sys-
tem, these enhancements did not match the effectiveness of flip
augmentations.

• Rotation augmentation: We also experimented with random
rotations as an augmentation technique. This involved randomly
rotating an image clockwise or anti-clockwise within a range of 0
to 30◦ degrees, causing the spectrogram position inside the frame
to change.

• Brightness augmentation: Another augmentation strategy we
investigated was adjusting the brightness of the image. Detect-
ing subtle scratches poses one of the primary challenges in this
research. Manipulating image brightness aimed to create new
spectrograms where features were either more or less pronounced
compared to those under normal lighting conditions.

• Cutout augmentation: Cutout augmentation involves blocking
out rectangular regions of the spectrogram image. This tech-
nique was tested to assess its impact on improving the model
performance (Devries & Taylor, 2017).

Fig. 14 shows examples of these augmentations within the same
spectrogram.

4. Selecting the CNN and its parameters

Selecting an appropriate CNN architecture is a pivotal step in the
development of the detection algorithm. Choosing the wrong NN can
significantly impact results and potentially lead to a slow, tiresome
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and frustrating development process. Therefore, it is imperative to
deconstruct the problem, to analyse it while considering available
resources, and to weigh key properties before making a decision:

• Input and type of problem: Since the objective is to compute
spectrograms and feed them to ANNs in the form of images,
it is logical to explore solutions that have proven effective for
computer vision problems, such as CNNs.

• Computational power: Another crucial factor influencing the
choice is the computational capacity of the deployment environ-
ment. While a high-performance algorithm can yield excellent
results, a heavyweight and sluggish architecture could pose chal-
lenges during real-life implementation on devices with limited
computational resources.

• Inference time: A primary objective of this work is to implement
the CNN algorithm in a real-life scenario, where scratch detection
occurs in real-time. Given that the audio analysis is conducted in
small half-second portions, this highlights the importance of a fast
inference speed.

Having established that mel spectrograms in the form of images are
to be used for an image classification task, we turn to state-of-the-art
research to identify potential CNN architectures that excel in image
classification with transfer learning.

All the development was conducted with the VGG16 architecture.
VGG16 includes 16 layers and has a considerable size with 130 million
parameters, which makes it less attractive. However, it is also a NN
widely studied in the literature for computer vision tasks. The final
architecture of the VGG16 model used in this work is depicted in
Fig. 15.

Beyond the choice of NNs for experimentation, several fundamental
principles and techniques related to DL deserve mention and explo-
ration:

• Activation function: The activation function determines whether
a neuron should be activated or not. It introduces non-linearity
to the model, enabling it to learn complex mappings from inputs
to outputs. Common activation functions include ReLU (rectified
linear activation), sigmoid, and tanh. For this project, it was opted
the sigmoid activation function because it effectively maps the NN
output to a bounded range between 0 and 1. Given that the task
involves binary classification (detecting scratches or not) with soft
labels between 0 and 1 as well, the sigmoid activation function is
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Fig. 15. The architecture of the VGG16 model.
well-suited for producing probability-like values that indicate the
likelihood of a scratch.

• Loss function: The loss function calculates the error between the
predicted and actual values. It quantifies how well the model
is performing. In classification tasks, common loss functions in-
clude categorical cross-entropy and binary cross-entropy. These
functions measure the dissimilarity between predicted and actual
class probabilities. For this work, the log-cosh loss function is
employed.

5. Results

This section discusses the three major iterations that were followed
to benchmark and analyse the approach described in the article, accord-
ing to the metrics established to evaluate the respective performance.
Each iteration uses one of the datasets presented previously.

5.1. iteration #1

The first iteration used dataset #1 and included a series of compre-
hensive experiments, laying the foundation for subsequent iterations.
To identify the optimal solution for the proposed problem, we initially
focused on creating a simpler environment that allowed us to explore
and effectively find the best useable features. These experiments pri-
marily centred on testing different types of spectrograms and Fourier
transforms, which shape these spectrograms. Throughout these experi-
ments, we employed the VGG16 model, leveraging its default weights
from the ImageNet dataset as a feature extractor. The extracted features
were then passed through a final decision layer, applying a sigmoid
function to constrain the output within the interval [0,1] for binary
classification: background or scratch, using the threshold established
in Section 3.5.1.

5.1.1. Time–frequency representations
The initial investigation revolved around determining the most

suitable image representations for feeding the CNN. Following the
consensus in state-of-the-art research, which consistently advocated for
log-mel spectrograms in sound event detection problems (Atsavasirilert
et al., 2019; Nguyen, Lin, & Huang, 2023), we focused on these rep-
resentations. This experiment involved computing various types of
spectrograms using a sliding window of 0.5 s in length with a 50%
overlap. It was also at this stage that we conducted the experiments
described in Section 3.6, in which we used a combination of various
time–frequency representations in a single data point, as shown in
Table 13.

5.1.2. Fourier transform
Building upon the discovery that log-mel spectrograms yielded su-

perior results, we proceeded to explore different transforms within
the same length of analysis with this representation. Leveraging the
capabilities of the librosa library, we fine-tuned different parameters
for computing mel-scaled spectrograms while maintaining the window
of analysis. The summarised results are presented in Table 14.
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Table 13
Results for different types of spectrograms.

Representation Image Scratch
MCC MCC

Log 0.85 0.79
Log-mel 0.90 0.90
Gamma 0.87 0.88
Chroma 0.72 0.73
Log-mel+mel+gamma 0.85 0.83
Log-mel+chroma+gamma 0.88 0.85

Table 14
Results for different types of mel-scaled spectrograms.

Fourier Image Scratch
transform MCC MCC

256 × 256 0.90 0.90
224 × 224 0.83 0.82
60 × 360 0.77 0.84

Table 15
Results for different types of mel-scaled spectrograms.

Augmentation Image Scratch
MCC MCC

No augmentation 0.90 0.90
Horizontal flip 0.92 0.88
Rotation 0.84 0.87
Cutout 0.90 0.88
Emboss 0.83 0.86
Sharpening 0.86 0.88
Whitening 0.82 0.84

5.1.3. Data augmentation
To evaluate the impact of data augmentation, a set of augmentation

techniques was applied during training. Table 15 summarises the out-
comes, shedding light on the impact of the augmentations presented in
Section 3.7.

5.2. iteration #2

Building upon the knowledge gained from the results in iteration
#1, iteration #2 aimed to further refine our algorithm performance in
more complex and realistic scenarios. This second iteration was based
on dataset #2 and emphasised the inclusion of various potential back-
ground events that could confound the NN in detecting scratches. This
was the part where most of development time was spent. Additionally,
iteration #2 introduced a substantial increase in the volume of data,
with over 70 000 images, of which only 553 were associated with
scratches. Due to the lessons learned in iteration #1, we exclusively
used log-mel spectrograms from this point on.
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Table 16
Results for different augmentations and batch sizes in iteration #2.

Batch No Horizontal Cutout All
size augmentation flip augmentations

S_MCC I_MCC S_MCC I_MCC S_MCC I_MCC S_MCC I_MCC

8 0.84 0.87 0.85 0.89 0.76 0.85 0.87 0.88
16 0.81 0.86 0.84 0.90 0.87 0.88 0.85 0.88
32 0.80 0.86 0.86 0.90 0.77 0.83 0.84 0.85
64 0.87 0.88 0.80 0.87 0.88 0.87 0.90 0.85

128 0.85 0.88 0.84 0.88 0.84 0.86 0.85 0.85

Table 17
Results for different augmentations and batch sizes with no pre-trained weights.

Network specifications S_MCC I_MCC

Batch size 32 - horizontal flip only 0.92 0.90
Batch size 64 - all augmentations 0.90 0.89

5.2.1. Data augmentation and batch size
In this phase, we carried forward the augmentation techniques that

yielded the best results in iteration #1: cutout and horizontal flips. We
also introduced a new augmentation that combined all of the augmen-
tations previously tried. To explore the impact of batch size on model
performance, we conducted experiments with batch sizes ranging from
8 to 128. The summarised results can be found in Table 16.

5.2.2. Base model fully trainable
Until this point, our model training process had been initiated

with pre-trained weights sourced from the ImageNet dataset. While
this is a widely accepted practice that helps accelerate the training
process, it was important to assess whether these pre-trained weights
were optimally suited for our spectrogram-based problem. Given the
limitations of the ImageNet dataset, which does not offer a rich variety
of spectrogram-like images, we conducted an experiment where we
initialised the model without pre-trained weights. This experiment
aimed to determine if pre-trained weights might not align with our
problem performance requirements, particularly in relation to spectro-
grams. Once we had already looked for what worked better in terms
of augmentations and batch sizes, this experiment was done on the
best results observed in Table 16. The results of this experiment are
exhibited in Table 17.

5.2.3. Best model results
Fig. 16 illustrates the distribution of true and predicted labels on the

best model, i.e., horizontal flip augmentation with size 32 batch size in
a fully trainable model.

The graphical representation plots the predicted labels on the 𝑥-axis
against the true labels on the 𝑦-axis, offering valuable insights into
the model performance. In an ideal scenario, where the predictions
perfectly match the true labels, the graphic would exhibit a straight
line of dots following the equation 𝑦 = 𝑥. Deviations from this line
indicate discrepancies between the predictions and the true labels,
shedding light on the model accuracy. Analysing these deviations were
fundamental in guiding decisions for the type of data that should be
added next. A possible approach for this analysis is individually looking
at false negatives and positives of the confusion matrices. Fig. 17
provides a visual representation of the classification performance for
iteration #2, using both image-oriented and scratch-oriented metrics.

5.3. iteration #3

This iteration used dataset #3, which slightly expands the overall
knowledge of different types of scratches. This is an attempt of gener-
alising the NN into recognising harder-to-detect soft scratches. In light
of the escalating training time, we decided to carry forward the best-
performing elements from previous dataset iterations. Consequently,
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Fig. 16. Predicted labels vs. true labels for the best model in iteration #2.

Fig. 17. Confusion matrix for (a) image-oriented and (b) scratch-oriented metrics for
the best model in iteration #2.

we experimented with batch sizes of 32 and 64, considering both fully
trained and pre-trained models, as the ideal approach was not evident
from prior experiments.

6. Discussion

In the realm of potential options explored within iteration #1, it
became evident that log-mel spectrograms were the optimal choice. The
decision to use squared images with a resolution of 256 × 256, more
closely mirroring the dimensions of the ImageNet dataset, produced
superior results. This departure from conventional spectrograms, which
are often lengthier in the 𝑥-axis and shorter in the 𝑦-axis, proved to
be a noteworthy improvement. Among the augmentation techniques
tested, horizontal flip emerged as the most effective with cutout also
showing promising results. In general, augmentations did not help in
improving scratch detection, with the majority of the augmentations
showing worse results compared to when no augmentation was applied.

The focus was always on reducing false positives. The examination
of false positives in iteration #1 revealed that numerous misclassified
spectrograms were shared by all trained NNs. Upon closer inspection
of the corresponding audio data, it was discovered that many of these
spectrograms captured events that were not initially labelled but were
inadvertently recorded during the data collection process. These unan-
ticipated events included instances of people talking during the data
collection process, as well as various background noises such as objects
dropping on the ground.

However, it is important to emphasise that this iteration primarily
served as a foundational step in the development process. It allowed us
to fine-tune crucial parameters, assess different spectrogram types, and
refine data augmentation techniques. As we transitioned to iteration
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Table 18
Results for different augmentations and batch sizes on dataset 3.

Batch Pre-trained Fully-trained

size Horizontal All Horizontal All
flip augmentations flip augmentations

S_MCC I_MCC S_MCC I_MCC S_MCC I_MCC S_MCC I_MCC

32 0.74 0.82 0.85 0.83 0.79 0.83 0.90 0.88
64 0.75 0.83 0.77 0.82 0.84 0.82 0.82 0.81

#2, we built upon the insights gained here to tackle more complex
and real-life scenarios, therefore recognising the significance of ad-
dressing the background sounds and unaccounted for events that had
inadvertently impacted the training process in iteration #1. To mitigate
these issues, deliberate efforts were made to include data segments
that encompassed various background noises such as described in
Section 3.4.2 and as detailed in the following sections.

The results obtained from iteration #2 indicate that batch sizes of
32 and 64 yielded the most successful outcomes when combined with
either horizontal flips or all augmentations applied simultaneously.
Notably, it was found that training the base model from scratch without
the pre-trained weights yielded the best results with both NNs showing
improvements in both the scratch- and image-oriented metric com-
pared to their pre-trained counterparts. All these configurations that
demonstrate superior scratch detection performance were considered
as the work proceeded to iteration #3. While iteration #2 witnessed
a substantial expansion in terms of dataset size compared to iteration
#1, the primary objective of mitigating false positives was successfully
accomplished. Our attention shifted towards the analysis of false nega-
tives. These false negatives predominantly consisted of low-amplitude
and subtle sound scratches. To address this limitation and further refine
the sensitivity of the model, such challenging cases were prioritised for
inclusion in iteration #3.

Iteration #2 allowed us to refine our approach by incorporating a
more diverse set of background events and augmentations, bringing us
one step closer to the development of a robust algorithm for real-life
scenarios. The lessons learned here were instrumental in shaping the
next phase of the research.

The results from iteration #3, designed to emulate real-world con-
ditions closely, underscore several important findings. Examining the
outcomes presented in Table 18, it is evident that the combination of all
augmentation techniques detailed in Section 3.7 consistently produced
the most favourable results in both the image-oriented and scratch-
oriented metrics. Unfortunately, the performance in iteration #3 did
not meet the same standards as iteration #2, indicating that the NN
faced challenges in effectively detecting new low-amplitude scratches
in this more complex real-world scenario. We can see in Fig. 18 that the
distribution of predicted vs. true labels for the best model in iteration
#3 is worse than the equivalent iteration #2 represented in Fig. 16.
This goes in line with the increase of false positives and overall the
number of false negatives in an individual image analysis only for a
small decrease in false negatives in a scratch-oriented analysis. These
results for the best model are displayed, as is usual, in the confusion
matrices in Fig. 19.

7. Conclusions

This article describes the development of a system that detects
scratches in vehicles. While many such systems focus on more common-
place sounds, such as music or animal derived audio, scratch detection
proved itself a new distinctive challenge, necessitating a phased ap-
proach in using the provided dataset. Our initial emphasis focused on
studying DL techniques and also looking at possible transformations
of raw audio data into visual representations suitable to accurate
classification and detection. This led to the conclusion that the use of
CNNs would be the main solution to explore for the problem at hand.
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Fig. 18. Predicted labels vs. true labels for the best model in iteration #3.

Fig. 19. Confusion matrix for (a) image-oriented and (b) scratch-oriented metrics for
the best model in iteration #3.

Throughout the developmental stages, log-mel spectrograms stood
out as the optimal choice for scratching events detection within the
CNN framework. Furthermore, our in-depth exploration of NN archi-
tectures shed light that pre-trained ones, while widely acclaimed in the
realm of DL, did not consistently prove as advantageous as anticipated.
Indeed, the best results materialised when the NNs were left fully
trainable, allowing them to adapt more effectively to the complexities
of the scratch sounds.

With respect to the two objectives established for this work, the
following conclusions can be indicated:

• O1: It was proven that scratch detection within the context
of vehicular audio is possible and that CNNs can distinguish
the acoustic signatures of scratches by analysing images. By split-
ting the provided dataset into three segments, a foundational
understanding of the problem space was achieved with the first
experiments. Dataset 1 validated the feasibility of scratch detec-
tion and facilitated the exploration of various data augmentation
techniques and spectrograms.

• O2: It was possible to develop an algorithm for scratch de-
tection in vehicles that can handle more realistic scenarios.
Building upon the success obtained in iteration #1, the next two
iteration (#2 and #3) addressed the problem in more diverse
environments, confirming the potential to achieve positive out-
comes in scratch detection, even in the presence of numerous
concurrent sound events. This accomplishment reaffirms the vi-
ability of employing contemporary DL approaches for complex
sound classification and detections tasks. The CNN-based algo-
rithm achieved MCC scores of over 0.90 for the best models. This
is considered an excellent value, as it is relatively close to the
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highest possible value (+1.0), which means that the developed
algorithm is well-suited for many industrial applications.

While successful in addressing both objectives (O1 and O2), the
work faced challenges in improving the final MCC results when us-
ng the full dataset. This limitation, primarily attributed to the diffi-
ulty NNs encounter in accurately detecting scratches characterised by
ow amplitude and weak signals, highlights the impact of a very low
ignal-to-noise ratio.

While the developed CNN can be seen as promising, there is still
work to be done. The field of audio-based vehicle scratch detection
presents numerous opportunities for improvement. The unbalanced na-
ture of the datasets, with a significantly higher number of background
events, remains a hurdle to overcome. In future work, techniques, such
as different types of data augmentation, sampling strategies, and active
learning, could be explored to address this imbalance and enhance the
performance.

In hindsight, it is evident that the efforts made to train the models
to handle scratches with low signal to noise ratios were not adequately
upported by a sufficient quantity of relevant data. This deficiency in
epresentative examples limited the ability of the NN to successfully
earn to identify them. The datasets should continue evolving to simu-
ate real-world scenarios more accurately. This involves the inclusion of

an even broader range of background events and more scratch signals.
To reach higher values for the MCC metric and thus improve the

relevance and accuracy of the CNN algorithm, it is imperative to
consider comprehensive data collection, emphasising the inclusion of
diverse samples that better reflect these subtle scratch types. Moreover,
the continuous refinement of model architectures and the fine-tuning of
hyper-parameters hold the potential to contribute significantly to bridg-
ing the gap towards the desired MCC threshold, despite the relatively
limited emphasis on these aspects during the developmental stages.

Considering the ever-evolving landscape of DL, exploring new
odel architectures holds significant promise. Consideration of more

advanced model architectures, such as Resnet (He, Zhang, Ren, & Sun,
2016) and EfficientNet (Tan & Le, 2019), is promising. These models,
nown for their strong performance in image classification tasks, could
rovide advantages in accuracy and computational efficiency. While
onventional CNNs have been instrumental so far, the integration of
ransformer-based models, renowned for their proficiency in sequential
ata tasks, represents an intriguing alternative. The adoption of models
ike the Vision Transformer (ViT) or its successors can potentially bring
mprovements in vehicle scratch detection considering their promise at
apturing intricate patterns in data.

In summary, the use of the CNN presented in this study represents a
ignificant step towards developing an automated system for accurate
dentification of scratching events. With further advancements and
ntegration of complementary methods, the CNN-based algorithm can
erve as a valuable and feasible solution for can rental companies, car
anufacturers, and other players in the automotive domain.
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