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A B S T R A C T

Realizing network slicing inside and between Autonomous Systems (ASs), that is, multi-domain, is challenging
because there is no consensus or solutions that consider both policy and technological independence between
domains. Many approaches found in the literature aimed to realize network slices that span across multiple
ASs. However, they commonly rely on cross-connected technologies or domain-coupled such as Virtual Private
Network (VPN) or Multi-Protocol Label Switching (MPLS). This work addresses the issue of multi-domain
network slicing by leveraging technologies such as Software-defined Networking (SDN), Segment Routing
(SR), and Network Functions Virtualization (NFV) in an innovative distributed framework, called Network
And Slice ORchestrator (NASOR). Our work advances resource management and orchestration potentialities,
providing a recursive network slice mechanism and adding dynamism in the network slice deployment
between multiple domains through an open interface. As a result, NASOR functionally outperforms its
peers. Experiments showcased the proposal’s applicability and scalability in multi-domain network slicing.
Additionally, experiments suggest that an open interface enhances network slices’ customization degree and
improves the network Quality of Service (QoS) in typical Internet applications, such as Voice over Internet
Protocol (VoIP).
. Introduction

The number of Internet users worldwide will continue its growth,
nd by 2023 a total of 5.3𝑏𝑛 subscribers will have fixed access with
speed of at least 110 Mbps [1]. This traffic will aggregate in the

ransport/core of the network, which needs to support application re-
uirements. Considering this huge amount of connections, the network
eeds to have automated management tools to provide custom connec-
ivity to applications. Network slicing has received significant attention
ecently due to its ability to offer tailored resources to applications.

A network slice is a portion of shared compute and network re-
ources that support connectivity between entities. The network slice
s manageable and has isolated management, control, and data planes.
n the context of this work, this connectivity occurs across the Internet
etween multiple Autonomous Systems (ASs) [2,3]. Network slicing,
everaged by network programmability, is decisive to offer tailored
etwork resources to a wide range of applications [4]. To the users,
etwork slicing offers flexibility, and dynamic management of their
onnectivity [5].
Problem statement. Previous network slicing solutions tried to re-

lize resource sharing standing on cross-connected technologies such as
irtual Private Network (VPN) or domain-coupled like Multi-Protocol

∗ Corresponding author at: Institute of Exact and Technological Sciences, Federal University of Viçosa, Rio Paranaíba, 38810-000, Brazil.
E-mail addresses: rodrigo.moreira@ufu.br, rodrigo@ufv.br (R. Moreira).

Label Switching (MPLS) or Software-defined Networking (SDN). Simi-
larly, approaches using Virtual LAN (VLAN), Generic Routing Encapsu-
lation (GRE), Virtual Extensible LAN (VxLAN), Network Service Header
(NSH) claimed network slicing realizations [6,7]. However, to realize
network slicing requirements, all these solutions lack some form of
network programmability, isolation, management of control and data
planes, and a distributed mechanism [7,8] able to cope with multiple
domains.

To the best knowledge of the authors, there are no well-known
solutions capable of establishing network slice connectivity inter-ASs,
except in particular domains such as data centers [9] or mobile net-
work [10]. The multi-domain or inter-ASs network slicing is not cur-
rently fully addressed because the existing solutions avoid dealing with
the Internet data plane. The Internet data plane is the datapath built
by the routing algorithms, such as Border Gateway Protocol (BGP),
enabling end-to-end connectivity between endpoints.

The observed trend is that the new mobile network architectures
drove current slicing network proposals and technologies [3]. Conse-
quently, those approaches focused exclusively on the data and control
planes of the core or accesses of mobile networks [11,12]. However,
the compute and network slicing must be systematically exploited at
other system hierarchy levels [13] to be able to cater to both user
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and application requirements, all under the control of different domain
operators.

Proposed solution. Thus, addressing network slicing between mul-
tiple domains requires a distributed mechanism to work across these
different administrative domains. Therefore, following network slicing
realization boosted in the 5G specification, our work goes beyond net-
work slicing to transport networks. Hence, our proposal deals exactly
with the network slicing between multiple domains. Also, it embod-
ies the recursive feature to the multi-domain, an area still without
standardization and in its early implementation stages [14,15].

This paper presents the Network And Slice ORchestrator (NASOR), a
hierarchical and distributed framework capable of deploying network
slicing inside and between ASs. It can also provide recursive net-
work slicing for Virtualized Everything Functions (VxFs) connectivity
spanning multiple domains. Leveraged by SDN, NFV, and Segment
Routing (SR) technologies, NASOR functionally outperforms related
works, which aimed to realize multi-domain network slicing. NASOR

aterialized a management and orchestration framework for network
lice deployment between multiple ASs.

Our multi-domain network slice offers end-to-end connectivity be-
ween endpoints hosted in different ASs. This connectivity adaptively
upports both application and user requirements. The network slicing
echanism grants the user direct management capabilities using sepa-

ate data and control planes. Thereby, NASOR filled the state-of-the-art
ap concerning the programmability, deployment, and management
f multi-domain network slices, offering a standardized management
nterface, the Open Policy Interface (OPI).

In a nutshell, the main contributions of this paper are listed as
ollows:

• A framework to slice networks and compute resources recursively;
• A mechanism for establishing logical connectivity, designed as

network slices, across the multiple ASs;
• An open interface designed to handle fine-grained requirements

description and dynamism in establishing network slices;
• A mechanism for advertising network and computational capabil-

ities for multiple ASs;
• A performance assessment of NASOR considering scalability and

performance;
• A short survey of state-of-the-art approaches aimed at providing

resource slicing.

The remainder of this paper is organized as follows. Section 2
resents a short survey of related works and points out the contri-
ution of our approach. Section 3 presents the NASOR framework
esigned to meet state-of-the-art challenges, and at the end, we pro-
osed mapping of NASOR to the main standards. Section 4 presents a
cenario for slicing resources and shows its applicability and adequacy
o face multi-domain challenges. Section 5 presents the results and
tatistical assertions of the experiments. Finally, Section 6 presents the
inal remarks, lessons learned, and research directions, followed by
eferences.

. Related work

This section presents approaches that relate to and underlie our
olution. In previous work [16], we introduced essential NASOR com-
onents and evaluated them. However, this paper presents a complete
nnovation with a new feature explanation and new use-case experi-
ents. It is structured evolutionarily, punctuating the approaches that
rovide resource sharing as service slices. Some are closer to compu-
ational resource slicing in the proposals described below, others to
etwork slicing, and others consider both approaches simultaneously.
n our case, resources refer to the physical network, storage, and
ompute facilities placing on domains.
 E
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The likely separation in previous approaches was overcome in
urrent approaches leveraged by SDN and Network Functions Virtual-
zation (NFV) technologies to make network and computing manage-
ent simultaneous and holistic [17]. At the end of the section, we

ummarized some approaches contrasting them against our proposal
n a table. In the next sections, we describe and group some related
ork as Open-source Orchestrators, Research Projects, and Research
ontributions.

.1. Open-source orchestrators

Some initiatives, mostly open-source, towards Network Service or-
hestration, became essential to enable innovation in the network
licing ecosystem. Following, we describe a short survey containing
ome of these.

The Extensible Service ChAin Prototyping Environment (ESCAPE)
roject materializes in an orchestrator the vision of the UNIFY [18]
roject from 2013. This project relates to network services orches-
ration in the multi-domain scenario. The architecture has three in-
erconnected layers, namely: Service Layer, Orchestrator Layer, and
nfrastructure Layer. The Service Layer is the interface that receives
he service request and forwards it to the Orchestration Layer, which
valuates the request and allocates resources for the service. The In-
rastructure Layer contains the mechanisms for managing network and
omputational resources. These interconnected layers provide the func-
ionality to ESCAPE’s architecture, besides ensuring the management of
he services that run on it [19].

The Open Source MANO (OSM) project from 2016 [20] is an open-
ource orchestrator from European Telecommunications Standards In-
titute (ETSI). OSM provides Virtualized Network Functions (VNFs) life-
ycle management. The OSM architecture has three components: Net-
ork Function Virtualization Infrastructure (NFVI), MANO, and Net-
ork Service. NFVI hosts virtual machines and connects them through
irtual links. MANO maintains the configuration and manages the life
ycle of the VNFs and Network Slices (NS). The third block is the
ollection of VNFs, Network Service, and Network Slices combined and
nterconnected in NFVI to materialize the service instance. OSM has a
ervice architecture based on containers that bring modularity. Also,
SM provides connectivity for VNFs in a data plane based on SDN [20].
rom a service management perspective, OSM is more focused on com-
utational resources. However, mechanisms are available for slicing
etwork and computing resources across data center domains in this
cosystem.

On the other hand, the Open Network Automation Platform (ONAP)
roposal offered a platform for managing the life-cycle of new services
o developers and service providers [21]. The ONAP guides are real-
ime orchestration, policy-oriented, and automation of physical and
irtual resources. The platform is the union of two approaches, Man-
gement and Orchestration (MANO), OPEN-O, and Open-ECOMP [22].
his union decouples the details of technology services through stan-
ardization models information, general management, and central or-
hestration platform. ONAP provides the deployment and management
f network services, using big data and artificial intelligence as en-
bling technologies. The deployment of services through ONAP can
ake place on the Internet Service Provider (ISP) or in their private
loud.

.2. Research projects

Many standard bodies, industries, academies, and associations car-
ied out initiatives to provide models, and research findings to compose
G building-block, especially for network slicing realization [2,23,
4]. We describe some of these research projects, highlighting their
rchitectural framework and implementation.

The SONATA architecture, from 2015, complied with the framework

TSI and met the demand for a consistent and integrated solution for
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the complete life-cycle management for virtualized network services.
SONATA is a proposal for a service architecture and orchestration
structure to develop virtualized services conceived as resource slices.
SONATA carries two components, the Software Development Kit (SDK)
and Service Platform (SP). The model and programming tools im-
plement the services using the DevOps approach. There is a public
catalog, where it stores artifacts, such as manifest files that describe
functions and services. On the other hand, SP integrates SONATA with
interfaces for platform operators and service developers and allows
the deployment of services in different infrastructures. The interaction
between SDK components and infrastructure is carried out through the
Virtualized Infrastructure Managers (VIMs) management, which runs
the services [25].

In 2015 the 5G-Crosshaul project raised a transport architecture
for mobile networks. This architecture bases on flexibility and effi-
ciency requirements for resource allocation in the NFV specification.
Its objectives include a network slice implementation according to the
‘‘as-a-service’’ model through the programmability principles supported
by SDN. Concerning the control mechanism, instantiation, and resource
placement, the authors explore the concept of virtual service infras-
tructure, which allowed the use case, such as virtual mobile networks.
The authors support the novelty on top of its ability to provide service
recursion for multi-tenants since one service instance can instantiate
another [26].

In 2016, the 5GEx project, inspired by IPExchange [27], proposed
to contribute with a service orchestration mechanism from a multi-
domain perspective. Its architectural design comprises a high-level
Orchestrator, which deals with the multi-domain aspect and provides
an interface for service management. The 5GEx Orchestrator deals
with managing networks, slicing, and virtual machine management in
different domains by exchanging messages between the Orchestration
components. The solution architecture foresees that Orchestrators are
located in each domain to allow the slicing of resources in logical
networks and the centralized management of each domain over its
resources [28].

In 2016, the 5G!Pagoda, an EU-Japan project, brought advances in
resource slicing within mobile networks, specifically, smart city verti-
cals. The solution is realized with an architecture and a framework to
provide network slices with programmable characteristics and scalable
management. This project built testbeds to cope with the challenges de-
scribed above, especially for experimentation with climate applications
and safe societies. The solution architecture contains a hierarchical
orchestration model. Each technological domain has its resource man-
ager, which is associated with a general orchestrator, who performs
multi-domain management. Hence, the solution architecture has three
interconnected blocks: Multidomain Slice Orchestrator, Commercial
Service Slice Orchestrator, Domain-Specific Slice Orchestrator [29].

Similarly, the 5GTransformer project, from 2017, built a testbed for
experimentation based on verticals for mobile networks for automotive,
entertainment, eHealth, Industry 4.0, and Virtual Mobile Networks. The
project has considered the multi-domain orchestration model based on
federation, where each infrastructure, geographically distributed, con-
nects to provide the requested services. The main testbed components
are the vertical slicer, vertical orchestrator, transport management
platform, and computing resource for mobile networks. In addition
to these three main components, the solution architecture contains a
monitoring mechanism that runs within the three and collects metrics
to guarantee service agreements and quality of service. The architec-
ture also provides interfaces for operation support and for receiving
the experimentation verticals. In the architectural model, the inter-
domain data plane provides encapsulation through technologies, such
as VLAN, VxLAN, MPLS, VPN, and others, for data exchange between
administrative and technological domains–data center [30].

The Katana framework developed within the scope of the 5GENESIS
Project [31], from 2018, aimed to realize network slicing at edge [32].

The Katana components comprise entities and roles such as North
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Bound Interface API, Slice Mapping, Slice Provisioning, Slice Monitor-
ing, and Adaptation Layer. The North Bound Interface API provides
life-cycle management to the experimenter or Slice Manager. The Slice
Mapping entity provides optimal selection mechanisms for allocating
resources to new slices. Slice Provisioning is responsible for maintain-
ing Wide Area Network (WAN) paths and radio components. The Slice
Monitoring entity’s role is to handle the monitoring and welcome the
slice of the network deployed. Finally, Adaption Layer provides an
abstraction for the technological domain that translates messages into
formats supported by the components. Carried experiments consider-
ing service deployment Key Performance Indicators (KPIs) contrasted
Katana against OSM-based network slicing deployment on edge.

The Novel Enablers for Cloud Slicing (NECOS) project from 2018
stands on the Lightweight Slice Defined Cloud (LSDC) concept. It
materializes a slice-as-a-service approach that spans multiple cloud
computing infrastructures. NECOS aims to address the challenges of
deploying applications and services by network operators and service
providers. Deployment challenges include energy efficiency, versatil-
ity, security, and availability of resources. Besides, the challenges of
traditional cloud computing have leveraged the NECOS deployment
model to address stability challenges. Its design features included cloud
and network management, service orchestration, and monitoring of
low-cost distributed resources [9].

In 2018, the 5GinFIRE proposal project brought an experimentation
ecosystem based on the ETSI NFV reference model for deploying appli-
cations in the 5G mainstream. The project addressed the challenges of
a holistic and unified view of a testbed for vertical experimentation
and as an ecosystem of tests for hosting and integrating applications
to meet each vertical’s suitable requirements. The solution architecture
consists of computational resources geographically distributed and in-
terconnected in a hub-and-spoke format for the central control entity.
The project established the vertical portal concept for users to build,
deploy and experiment with VNFs and NSs. The 5GinFIRE has advanced
state-of-the-art as a testbed, incorporating the ETSI MANO structure’s
scalability to define and describe an experiment, taking into account
the applications as industry verticals [33].

In 2018, the Platform for Open Wireless Data-driven Experimental
Research (POWDER) [34] was proposed in the US. POWDER addressed
resource sharing and evolved a novel applications experimentation
ecosystem. POWDER is a city-scale platform for advanced wireless
experimentation such as novel advanced wireless broadband and com-
munications technologies. The highly programmable and flexible fea-
tures have driven the platform to offer multi-input multi-output, a key
enabler for 5G networks and beyond. POWDER has three main compo-
nents: physical infrastructure where facilities are built, the functionality
that combines hardware and software to realize the infrastructure’s
functionality, and the control framework that manages resources and
provides experimentation services to users. The hardware layer of
POWDER has radios equipment, base stations, and computing intercon-
nected by dedicated fiber in downtown areas, residential, and a hilly
campus environment. Also, the software layer includes well-known
general-purpose network virtualization and cloud computing stacks and
various Software-defined Radio (SDR) stacks.

2.3. Research contributions

There are many efforts and Proofs-of-Concept (PoC) which aimed
to offer multi-domain network slicing. We considered in this category
papers ranging from mobile networks to more generic ones. Besides,
there are papers out of the context of 5G Projects or consortiums. In this
section, we will present some of these approaches, highlighting their
leading technologies and concepts.

The 5G Cross-Domain framework, presented in [15], aimed to pro-
vide network slicing between separate administrative domains, combin-
ing four components. First, the Service Broker handles slice creation

requests across multiple domains and manages a global repository to
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support service deployment. The Service Conductor component pro-
vides management between federated domains. The third component,
whose behavior is similar to an orchestrator, allocates internal re-
sources from each domain in the slicing establishment and deals with
life-cycle management. The third component has four minor function-
alities: service management, slice life-cycle management, management
and orchestration for subdomains, and SDN controller for subdomains.
The fourth component outlines the subdomains’ infrastructure: VNFs,
virtual resources, virtualization layer, and physical infrastructure.

A 5G Framework is presented in [35]; this framework aimed to
design and operate network slices with flexibility, automation, and
collaboration. The proposal subdivides the solutions’ implementation
into three blocks: Definition, Solution, Scope, Instantiation, and Service
Update. The first one concerns the phase in which the service char-
acteristics refer to ‘‘what’’ are defined through a document containing
the service description. The second, Service Resolution, is the phase
to define connections, hardware and software adjustments, and the
visualization of the service chain. Also, it contains the ‘‘how-to’’ for
instructing the interfaces, characteristics, resources, and assessment of
the service description. Finally, the Scope of Service comprises the
translation of the specifications from design to deliver the service scope.

The PERMIT work materializes resource slicing on mobile networks
to provide different levels of granularity, including by network, applica-
tion, user group, individual users, and user data. Similar to their peers,
their approach combines network programmability concepts with cloud
computing as enabling technologies for the framework. The solution
has two orchestrators: the Mobile Network Personalization Service
Orchestrator (MNP-SO) and Mobile Service Personalization Service
Orchestrator (MSP-SO), which has mechanisms for personalizing the
service and mobile network for users. The architecture leveraged by
the framework NFV advances the state-of-the-art with an orchestrator
of functionalities aimed at creating virtual mobile networks [36].

A recursive resource slicing approach described in [37] proposes
a recursive method for computing and network slicing. The proposal,
leveraged by framework NFV, allows users to create and manage slices
exclusively by a private MANO. They also offer MANO-as-a-service
(MANOaaS) architecture and the distributed negotiation process for
managing the levels of agreement between the infrastructure and the
tenants. Through simulations in the MATLAB tool, the authors demon-
strated the success rate in response to the implementation of resource
slices, deploying slices over the infrastructure. Empirical results suggest
that a higher percentage of response requests are serving when using
their approach in the face of the partial approach and completely
unmanaged.

A Multidomain Optimizer approach, proposed in [38], provides
an optimization-oriented mechanism for managing network functions
across multiple domains. In this work, the authors formulated and ex-
perimented with an optimization algorithm that should provide the best
chaining, considering the maximization of energy efficiency and given
a set of mathematical restrictions. The optimization problem defines
that, as the requests for the implementation of computational services
arrive, under a defined probability, the solution must provide the best
mapping of the requests to the computational resources throughout
a multi-domain scenario. Additionally, in the proposed optimization
model, connectivity was observed between virtualized entities and their
best chaining across several domains.

2.4. Discussion

In Table 1 we summarized and organized some state-of-the-art
approaches as Open-source Orchestrators, Research Projects, and Re-
search Contributions. These approaches aimed to materialize in some
way network slice deployment over shared compute and network re-
sources.

Multi-domain Data Plane. It defines whether the path builder en-

gine handles the parameters configuration across multi-domain entities.

134
This engine must provide logical configurations and service agreements
honoring service metrics, even spanning other ASs. Some approaches
provide a data plane multi-domain capable [28,30], but most of them
do not [25,26].

Multi-domain Control Plane. It relates to handling control rou-
tines in network slice deployment and configuration spanning multiple
ASs. This column concerns the ability to handle network slice or-
chestration and management distributedly across multi-domains. Some
solutions offer this feature in specific domains such as data center or
mobile network [15,36], others in Transport Network (TN) [28,38].

Control Architecture. It regards the solution building-block archi-
tecture. Most solutions are monolithic [25], implying a single point
of failure. Others hierarchical [9], raising doubts about each domain’s
logical and functional independence. Lastly, distributed network slicing
architectures are known [28] which, although essentially distributed,
do not offer a distributed data plane.

Network Placing. It characterizes the solutions regarding their
effectiveness and ability to influence end-to-end entities on Transport
Network (TN). Some solutions handle network slicing in the data cen-
ter [21,29] implying in limited technological influence domain. Others
provide network slicing at the network core or in mobile networks’
access, and their entities [15,36].

Slicing on top of the Internet. It classifies the slicer engine regard-
ing its ability to pave a data plane on top of the Internet entities. Many
network slicing proposals use technologies for datapath pavement such
as VPN [29,33], encapsulation [39], or restricted to a single domain
such as SDN-based approaches [37].

Inter-Domain Data Exchange. It concerns if solutions ensure the
multi-domain network slicing across multi ASs. Some solutions address
this separately, enabling network slicing in the network access [15],
core [38], others in back-haul [40], setting aside cross-domain network
slicing.

Enabling Technologies. It aims to describe the technological
framework or the prevailing technology that the approach had included
in its architecture. Most solutions use SDN capabilities [19,29]. Others
use NFV [37] or specif frameworks to handle network slicing [35].

Legacy Network Compatibility. It characterizes the solutions re-
garding their embodiment in an ISP or AS without requiring significant
changes in their network implementation and operation format. For
some solutions, from a deployment perspective, the slicing approach
requires considerable modifications at the many technological levels of
the domains, such as the core, WAN, and access [41].

ETSI MANO Compatibility. It identifies whether the network slic-
ing solution is compatible with the well-established ETSI MANO. Some
solutions provide their management and orchestration mechanisms
compatibility coupled in its domain [9,21]. Our multi-domain network
slicing vision concerns openness and inter-working with standardized
and widely accepted solutions.

Service Chaining. It describes whether network slicing solutions
rovide a compute or network service within an established multi-
omain network slice.
Third-party Interface. It characterizes the network slice engine

hether they can create, change or delete specific slice properties with-
ut requiring management or orchestration from ISPs or AS manager.
any networks slicing solutions still do not give the user control over

heir network slices [26,33,42].
Recursive Slicing Establishment. It describes whether solutions

an reshape an established network slice resizing it or creating new
nes until reaching a physical and logical limit of the primary slice.
n resizing is expected to deliver sub-slices to users with separated
anagement, control, and data plane. Although specification frame-
orks define recursive slicing [43], many solutions do not perform
ulti-domain network slicing, especially in a recursive way [25,30,36].
Dynamic Service Deployment. It concerns the network slice

ser/owner enablement to define a network slice datapath and its at-
ributes onward the target AS. It gives the user the ability to set network
licing parameters on intermediate ISP os AS entities, paving an end-
o-end and multi-domain datapath. Most solutions do not give the user
he freedom to specify their network slice’s path and parameters.
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3. Network and slice orchestrator

To fulfill the recognized state-of-the-art gap, we propose the
Network And Slice ORchestrator (NASOR), a framework for establish-
ng and managing network slices spanning across multiple ASs. Our
ramework advances its pairs by relying on the Internet data plane,
aterializing a recursive slicing mechanism. NASOR enables fine-

rained requirements specification in the service description file. Also,
ASOR supports dynamism in network slice deployment, according to
ser requirements and network utilization state.

The connectivity ecosystem supported by the new network architec-
ures has changed computing and network services to an ‘‘as-a-service’’
ainstream. To answer this challenge, we based the NASOR building

n the Network Function Virtualization (NFV) framework, precisely
he ETSI Architectural Framework [44], including the Network Service
iew. Considering this ETSI framework, we built a proof-of-concept of
he NASOR combined with Open Source MANO (OSM) [20] to assess
he network slice deployment feasibility across multiple ASs.

.1. The recursive network slicing

The NASOR defines and implements a recursive network slice. Using
his feature, the NASOR can split a network slice into several child
etwork slices bounded to this parent network slice. Each child slice
s manageable independently and it can have other child slices in a
ecursive way.

Each slice has a virtual forwarding table that enables the multi-ASs
atapath to provide connectivity to end-to-end entities. Each slice also
as its resource orchestrator, giving the users a management interface
o handle the network slice life-cycle. Using this orchestrator, a user can
reate a new sub-slice that is bounded in the parent slice. This new slice
as its virtual forwarding table, resource orchestrator, management,
ontrol, and data planes. Using the sub-slice resource orchestrator, a
ser can recursively create sub-slices. This process stops when the sum
f the sub-slices’ resources is equal to the parent slices’ total resources.
fter creating a new slice, its resource orchestrator will update its
irtual forwarding table until the slice has a route that can reach
he final AS. ETSI NFV Architectural Framework does not cover this

ecursive behavior. s

135
Then, it is essential to map the proposed solution’s structure ac-
ording to the NFV ETSI management and orchestration framework.
hus, the control entities of the present proposal are associated with
he entities of the NFV framework. The first mapping aspect in Fig. 1
s to equal the proposal with a structural triad of the framework that
nables the management of virtualized network functions.

In this sense, NASOR establishes a direct relationship with the com-
onents, entities, and roles of the framework, namely: Management and
rchestration (MANO), NFV Infrastructure (NFVI), and VNF Manager

VNFM). Initially, the primary role of NASOR is directly associated
ith that described for MANO, since its purposes are: to manage

he service instance layer, that is, the data plane and control of a
lice established between domains; manage the physical substrate of
omains and resource slices.

For the control plane, the proposed architecture comprises the entity
etwork and Orchestration (NANO). NANO is a user-orchestrator and is
lightweight network slice management orchestrator, instantiated by

he domain administrator. NANO aims to act as the agent in network
lice deployment running and recursively creating new NANOs and
orwarding tables. Each NANO set up routines and logical path configu-
ations between the Internet route entities. Also, NASOR enhances and
xtends the framework NFV by proposing recursive slicing behavior.

Second, NASOR has a well-defined interface with the physical sub-
trate of the domains, which is the interface between management
outines and virtualization technology. NFVI and its components are
he domain virtualization interface in the proposed mapping. They in-
lude: Internet routers, compute resources, virtualization technologies,
torage, and network functions.

Therefore, equating the NFVI layer in terms of the roles that its
ntities play with the structural framework is possible. Thus, the NFVI
nterface of NASOR allows network and computing resource manage-
ent. NASOR plays NFVI management to support the network slice
eployment.

Third, it is possible to associate the role of NASOR with the entity
irtualized Infrastructure Manager (VIM), foreseen in the architectural

ramework. This entity guides and manages the interaction between
he compute virtualized services and the network substrate. Thus, re-
ource management, allocation, visibility, network services inventory:

ervice slices, and capacity management are handled by the VIM entity
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Fig. 1. Proposed solution mapping with the ETSI NFV framework.

f NASOR. This proposal advances the state-of-the-art, especially the
ramework NFV, in the service implementation approach.

The fourth aspect of matching falls on the fact that NASOR has
an interface for creating and managing slices, similar to the north-
bound interface. This interface is designed in a graphical user interface
format, which guarantees users the service life-cycle management.
Thus, NASOR proposes that each NANO creates and manages the
micro-orchestrators life-cycle, including the control plane for recursive
network slicing.

The micro-orchestrator’s architecture comprises an information
repository of the network slices: owner, creation time, specification of
the logical separation of networks, network, computational capabilities,
and a graphical user interface. Each administrative and technological
domain has a NASOR, which in turn instantiates, manages, and main-
tains NANOs, which create and manage micro-orchestrators of slices or
network sub-slices.

3.2. NASOR: Interfaces and components

The NASOR architecture has interfaces and relationships with en-
tities to provide inter-AS network slicing. In the NASOR framework,
end-to-end refers to the path between multiple ASs, which supports
network slices. As shown in Fig. 2, NASOR management interface al-
lows the domain administrator to instantiate a network slice, according
to their demand, practically and intuitively, through a graphical user
interface. This interface ensures the establishment of a network slice
to be handled separately in each administrative domain. Each domain
has a sub-module of NASOR, the Inter-Orchestrator Exchanges (IOEx),

hich delivers to other ASs the network slicing request. Thus, for a
omain to compose a list of those compatible with the slicing, it must
ave the NASOR entity and its sub-components and configurations.

Broker-based Differentiated Services (DiffServ) approaches, which
include an entity for inter-domain management, had shown advances
in Quality of Service (QoS) enforcement for multi-domain applica-
tions [45–48]. This approach had been inspiring distributed-
hierarchical architecture of NASOR, which in turn shares in addition
to the network computational capabilities between domains.

As it is a distributed solution, NASOR makes use of persistent data

repositories. Initially, the Orchestrator Information Base (OIB) stores
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Fig. 2. Interfaces Detailing of NASOR.

information of NASORs from other domains, including Internet Protocol
(IP), Autonomous System Number (ASN), network, and compute capa-
bilities inventory. At this point, each NASOR is responsible for updating
the reachability information and network and computing capabilities of
its domain in the asynchronous repository.

Thus, when NASOR is requested to create a multi-domain network
slice, it is carried out in the domestic domain, forwarding the request
to another domain. A data exchange point between NASORs allows
xchanging the slice by requesting through the Listener and Speaker
outines standardized according to a Parser module.

We have already discussed about the OIB, whose interaction with
ASOR occurs in a multi-domain slice establishment. However, the
omain Information Base (DIB) allows NASOR to store private domain

information within the domestic domain. The information includes
the routers in the domain by which the network slice stays on top.
Also, the DIB repository contains the addressing that ensures VIMs and
computational capability reachability.

The NASOR agent has an interface with the VIM API that provides
the instantiation of computing services across multiple technological
domains. This paper chooses OSM due to its versions’ current maturity
and compatibility with the ETSI framework’s management and orches-
tration. Thus, OSM meets the Local MANO roles, handling compute
service deployment in specific domains. However, NASOR deploys
network slices crossing multi-domains interacting with local OSMs and
playing Multi-domain MANO roles.

3.3. NANO: Specification

The NANO architecture has two interface abstractions. One of them
is based on the network slice configuration plane, which is directly
associated with the NASOR routines. This interface handles the first
level of the interdomain network slice. The second interface comprises
the network slice management plane, designed for the domain admin-
istrator. Both interfaces converge to a central entity so that each NANO
handles containers to implement the micro-orchestrator management.

The left side of Fig. 3 presents the details of the NANO operation
through its two interfaces. The first interface is based on RestAPI, where
NASOR requests the remote call of routines for establishing network
slices. The second interface provides a graphic management plane for
the domain, which allows managing the set of micro-orchestrators re-
lated to a network slice, namely: modifying parameters and consulting
the state of resources.

According to Fig. 3, our approach provides an interface for the
user/third parties to manage their slices. As depicted on the right side
of Fig. 3, an Micro-Orchestrator (MO) offers a Graphical User Interface
(GUI), which allows the network slice owner to consult and manage
parameters of the contracted service. The modification at this level

is subject to the resources previously reserved in the initial network
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Fig. 3. NANO Interfaces and Components.

licing process, provided by NANO. Hence, this interface offers the
etwork slice owners the possibility to manage the agreed service.

Micro-orchestrator itself is container-based and handles two man-
gement levels through Micro-Orchestrator Manager (MOM). The func-
ionality of MOM is to manage micro-orchestrators that run in con-
ainer form. The inter-domain network slice management is carried
ut through micro-orchestrator routines. MO orchestrates a network
lice by assigning it to a user and persisting the information related
o that network slice: end-point SIDs, QoS specifications, network slice
atabase, and router list. Each MO provides a network slice manage-
ent interface for the user/owner to modify network slice parameters

nd understand statistics for monitoring purposes.
Fig. 4 depicts the logical sequence in establishing a network slice

n multiple domain scenarios. The logical sequence comprises enti-
ies such as Network and Slice Orchestrator (NASOR), Orchestrator
nformation Base (OIB), Network and Orchestrator (NANO), Virtual-
zed Infrastructure Manager (VIM), Network Functions Virtualization
nfrastructure (NFVI), and Micro-Orchestrator Manager (MOM).

At this point, it is worth describing two multi-domain approaches:
he first refers to a network slice that originates in domain A, and the
ndpoint of the network slice is in domain B, where it is at a maximum
ne hope. Thus, intercommunication between domains is direct via
raffic exchange.

The second refers to a network slice establishment in which domain
is not a neighbor of the origin domain A. This paper considers that
he intermediate domains – conceived as transit domains –, will provide c
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the configurations in their elements, although they are themselves in
transit.

The Open Policy Interface (OPI), depicted in Fig. 5, is a NASOR
feature that allows establishing a multi-domain path, according to
parameters defined by users. The interface implementations take into
account the Graph data structure that NASOR abstracts from each
domain topology. Therefore, this data structure holds nodes as routers
and edges as links and allows them to assign properties to each one.

It also allows the implementation of the mechanism for searching
paths, observing and assigning weights at the edges, defining nodes,
and characteristics of links. In this sense, the domain administrator is
responsible for managing the catalog of path definition policies for the
OPI network slices.

Since NASOR considers that the policy is not the default, as shown
n the left side of the illustration, it requests the home domain topology
nd forwards it to the OPI implementation. The alternative path choice
echanism receives an object containing the Graph data structure,
hich semantically represents the topology, and operates according to

ts path choice implementation.
Thus, the agent NANO, when receiving the Graph data structure

rocessed through the mechanism, can configure the parameters of the
etwork slice through remote procedure calls.

.4. The multi-domain data plane

We refer to ASs as administrative domains from the routing per-
pective. Thus, the routing algorithms, precisely the inter-AS, are re-
ponsible for acting on the backbone linking the ASs. In the Internet
outing area, especially in Internet eXchange Point (IXP), internal
oute announcements are observed. In the IXP area, NASOR chooses,
ccording to Border Gateway Protocol (BGP) routes, a better datapath
or the network slice between ASs or Internet Service Providers (ISPs).
hese announcements are subsidies for the routing algorithm operation,
hich provides a list of the best paths, taking into account the lowest

ost metric, which considers the number of hops in a BGP path.
The inter-AS BGP routing algorithm establishes a control mech-

nism that behaves on two router structures. The exchanging route
nnouncements occur systematically, according to the BGP, and allow
he BGP session to build a Routing Information Base (RIB) structure.
dditionally, the BGP control plane builds the Forwarding Information
ase (FIB) structure and stores current and best cost information for for-
arding a packet to a given route. The FIB structure has an instruction

et for each packet that allows routing one interface instead of another,

onsidering the best route computed by the routing algorithm.
Fig. 4. Network slice deployment spanning across multiple domains.



R. Moreira, P.F. Rosa, R.L.A. Aguiar et al. Computer Communications 179 (2021) 131–144
Fig. 5. Open Policy Interface (OPI) Schema.

Fig. 6. NASOR Data Plane Approach.

Fig. 6 depicts the positioning and interaction of control and routing
entities in network slice establishment. Our approach takes into account
the routing data plane, which carries an additional forwarding instruc-
tion mechanism leveraged by segment routing, namely the Segment
Identifier (SID) table and Segment Routing Header (SRH). As depicted,
the NANO installs and changes the SIDs on tables and instructs the
ingress route to properly encapsulate the SRH. All instructions to
routers pass through Google Remote Procedure Call (gRPC) routines.

The control over the SID table represents the network slice manage-
ment. When a slice change occurs, it must propagate the changes and
the parameters to another AS. This control mechanism introduced by
NASOR provides the building and maintenance of logical paths between
router entities, eventually in different domains. In this respect, we
argue that a network slice is the data and control plane of each logical
path configured through segment routing parameters on top of Internet
routers.

Additionally, Fig. 6 depicts a multi-domain scenario with three
network slices installed over three different ASs. The network slicing for
similar logic paths employs the coloring approach to differentiate the
logical paths. Therefore, the same logical path can receive a different
policy from its peers through the coloring parameter.

The NASOR data plane approach has access to alternative routes,
unlike BGP or Open Shortest Path First (OSPF) low-cost paths. There-
fore, it is possible to establish a network slice with an alternative
path, eventually taking into account other metrics to interconnect the
involved ASs. The RIB lookup in the routers, which is held through
a remote procedure call, brings to the NASOR alternative routing
interfaces that allow deploying an alternative logical path through the
SIDs table and SRH encapsulation.

3.5. Mapping NASOR to standard frameworks

To make our vision of network slicing clear, we propose and de-
scribe NASOR from two viewpoints: first, for the Network Slicing
deployment within Network Services for no 3rd Generation Partnership
Project (3GPP) ecosystems such as Management and Orchestration
138
Fig. 7. The Network Slicing Management Vision extended from ETSI.

(MANO); second, for the Network Slices deployment to 3GPP, play-
ing roles for network slicing realization in multi-domain Transport
Networks (TN). The NASOR vision complies with these two perspec-
tives, proposing a framework for the network slicing deployment over
multiple ISP domains.

According to ETSI, a Network Service is a composition of organized
and interconnected network functions. A Network Service may eventu-
ally contain one or more instances of Network Slices and interconnected
physical or virtual network functions. NASOR plays networking roles in
place of MANO once it does not fully address multi-domain scenarios,
as shown in Fig. 7.

Alternatively, 3GPP recognizes that Network Slices supports Com-
munication Services. Besides, from the perspective of 3GPP, Network
Slice may contain Network Slice Subnets Instances (NSSIs) and Network
Functions (NFs). Both in 3GPP and ETSI, there are interchangeable
relationships and roles between the entities implementing network
slicing. However, these entities and their roles need to be distinguished
according to ETSI and 3GPP network slicing vision.

3.5.1. ETSI
As in SDN, in which there are data and control plane separations,

other decouplings integrate the architectural frameworks of compu-
tational and network resources, such as the management and service
plane. Within the scope of management and orchestration solutions, it
is possible to assign roles to MANO and classify them as an entity in
the management plane.

Therefore, the network slicing proposed by state-of-the-art solu-
tions, as seen in Fig. 7, is coupled to the structure of the MANOs that
provide inter-domain connectivity according to its WAN Infrastructure
Manager (WIM) technology. Alternatively, according to Fig. 7b, the
NASOR proposal organizes the MANOs in local and multi-domain,
forking the management of inter-domain network slices from the Local
MANO to Multi-Domain MANO through NASOR entity.

This approach allows separate management, increasing flexibility,
programmability, and fine-grained requirements specification through
Network Infrastructure Manager (NIM). It also leaves the Local MANO
to handle the deployment of services within the data center domain.
The Multi-Domain MANO uses East/Westbound interfaces to exchange
deployment requests to other domains.

Hence, the network slicing assumption of NASOR relies on logical
connectivity, established hop-by-hop, taking into account the Internet
data plane, where each network slice contains management, control,
and private data plane.
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Fig. 8. Mapping 3GPP network slicing roles on NASOR entities.

The management plane refers to the components of handling the
network and monitoring service instance. The control plane refers to
the private entity that sets the parameters in network resources, namely
routers, to deploy the logical connectivity. The data plane refers to the
logical connectivity through the segment routing table, in which their
entries semantics in each router allow establishing the connectivity.

3.5.2. 3GPP
As seen in Fig. 8, we mapped 3GPP entities and their roles against

the NASOR framework to sheds light on general tasks. 3GPP specifies
entities and roles to manage network slices, such as the Communication
Service Management Function (CSMF), the entity responsible for trans-
lating the high-level communication specification into the slice instance
specification.

There is no definition of implementing CSMF’s role in the specifica-
tion, especially for network slices deployed over a Transport Network
(TN) spanning multiple ASs. Besides, NASOR receives a Communication
Service descriptor through the Os-Ma-Nfvo interface describing a net-
work slice between multiple domains and provides the implementation
of network slices in the context of Transport Networks (TN) between
multiple domains. Thus, from the perspective of 3GPP, NASOR imple-
ments and extends the CSMF role by proposing a distributed-CSMF to
deploy multi-AS slices.

Additionally, NASOR is the entity that receives the Communication
ervice specification and interprets it to instantiate slices between
ultiple ASs. Thus, the 3GPP specification provides the entity Network

lice Management Function (NSMF) to deal with a network slice’s
ife-cycle. Besides, 3GPP provides the entity Network Slice Subnet
anagement Function (NSSMF), which plays the role of managing

etwork slices’ sub-instances.
The NASOR framework encompasses and simultaneously imple-

ents both entities and roles within the NANO entity through the Or-
nfm interface. Also, NANO enables deployment and management of
ulti-domain and recursive network slicing, that is, one network slice
ithin the other managed independently. Additionally, NASOR pro-
ides management, control, and independent data planes for network
lice instances deployed across multiple ASs.

. Experimental scenario

As depicted in Fig. 9, we have two domains (ASs) communicating
hrough a peering interface and advertising reachable network routes
ccording to their internal policy. The domain 1 has VNFs clients
onnected directly to router 𝑅1 and router 𝑅5 containing VNF server in
omain 2. Each AS has a specific internal routing area, which implies
hat edge routers need to advertise internal routes in the BGP session.
urthermore, it implies that the mechanism for defining the path for
he network slice must take into account the OSPF and BGP path
imultaneously.
 s
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Additionally, it is possible to observe three stripes, dashed black,
ed and green, that connect the routers along a path. The dashed line
efers to the connectivity between the routers for advertising routes and
ransporting data. The others, green and red, and eventually others,
efer to logical connectivity over the IPv6 data plane, created for VNFs
ommunication. The green network slice, established by NASOR, takes
nto account the data path between the client VNF 𝐴 and 𝐵 chosen by
he OSPF and BGP routing algorithms. The red network slice represents
defined path chosen through a third-party pathfinder, which runs on

op of OPI.
Besides, there is a SID table on the router 𝑅3, which contains

nstructions installed for the two network slices instantiated for the
roposed experiment. Each entry in the SID table contains a behavior,
onfigured by the NANO Agent of the network slice, which instructs
he packets that match the SID to go through a particular path adopt

defined behavior. The routers, comprising 𝜏 and 𝜆 domains, are
anaged by their home NASORs and communicate with each other to

xchange information about the logical connectivity process.
The experiment dynamics are the NASOR of Domain 1 (AS1) when

eceiving the service descriptor file based on YANG containing the com-
ute, and the network slice specification must process them immedi-
tely. In particular, the network slice specification contains information
egarding the policy type used by the slice deployer. Hence, the path
onfiguration takes into account that information to configure SIDs in
rder to create logical connectivity among multiple domains. Regarding
he experiments, we chose OSM to handle computing requirements and
mplemented Voice over Internet Protocol (VoIP) VNF with two entities
ommunicating by voice, client 𝐴 and 𝐵. The transport of the VoIP
ackets crosses the ASs and experiences varying network conditions.

In the scenario of Fig. 9, we investigated two policies for estab-
ishing network slices between multiple domains. Thus, different paths
etween those domains that consider granular network metrics on each
outer are open to being defined by third party-application. At this
oint, the OPI (see Section 3.3) interface advances the state-of-the-art
y allowing third approaches in path establishment without intervening
n the political and technological independence of the domains.

Thus, the proposed experiment considers two policies for establish-
ng logical connectivity between multiple domains—one based on the
etwork and the other based on the data path provided by BGP and
SPF. We also added simulated link failures in order to assess the
pplicability of one policy over another. As shown in Fig. 9, a quality
egrader is placed between the 𝑅1 and 𝑅3 routers, which should be
aken into account in the determination of the path to the network slice.
hus, the proposal brings dynamism to the establishment of network
lices.

In order to explore the OPI, we propose an algorithm to choose
aths for establishing network slices over multiple domains. The Al-
orithm 1 explores the applicability of OPI. Each domain runs an
nstance of Algorithm 1 , where each one manipulates the data planes
n the SID Table only in its domain. Upon finding the edge router that
omplies with the path choice policy, it has been assumed the next
omain instance will configure the slice parameters by completing the
nd-to-end path.

The algorithm results are the choice of a path that considers, ac-
ording to a greedy approach, the path that best satisfies the network
uality policy within the AS to the edge router. As output, it brings
graph data structure that supports the NANO about the routers and

nterface parameters in order to provide the logical separation of the
etwork slice.

We implemented the experimental scenario Fig. 9 on virtual ma-
hines connected through Open vSwtich (OVS). We preserve and con-
igure the interfaces and their logical connections as depicted in the
opology. Each virtual machine’s flavor ran Debian 6.0 in ‘‘squeeze’’
elease on top of 2 GB of RAM and 2 vCPU. Each virtual machine aimed
o simulate an Internet router providing Intra and Inter-AS connectivity
or clients and route announcements. We used the Quagga routing

oftware suite [49] to run on each virtual machine.
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Algorithm 1: Multidomain Network Performance-based Path
MDPP).
Result: ∀𝑅 ∈ {Paths between an Source s and a Destination d} →

Choose a path that considers the smallest overhead
location of the interfaces according to the policy
described in the NSTD.

Input: A Targeted Graph that represents the Internal topology of
the NASOR Domain received the request to establish the
network slice

1 Consider AS-PATH from BGP for an end-to-end network slice and
send deployment request to all NASORs of AS-PATH ;

2 Choose the edge router that has the best performance
peering/transit interface according to the metric;

3 Consider the Graph that has paths between s and d: compute a
path according to the greedy strategy that best satisfies the
metric to the edge router;

4 while R is not end-point target do
5 if R == Border Router then
6 Set up the SIDs and the Policies in the peering/transit

interface;
7 break;
8 end
9 Configure the table SID and Policies on current domain

according to the path based on the network metric;
10 𝑅 = 𝑅 → 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟;
11 end
12 Return to NANO the tree that represents the path chosen for the

network slice;

4.1. Validation method

Regarding the previous scenario, we considered the time spent by
NASORs for configuring the network slice across multiple domains.
To this end, we recorded the instant time in a slicing, establishing
request, and the completion slice parameter time to observe the elapsed
time. Quantitatively, it is possible to understand the asymptotic be-
havior influence in the path definition algorithm on the network slice
configuration time across the domains.

The time spent evaluation in the network slice establishment com-
pares the proposal that takes into account the data path offered by the
140
routing algorithms, designed as a baseline, with the other algorithms
built by third-parties, which they consider as weights at the edge
conditions of the network link.

Some Key Performance Indicators (KPIs) referring to slice run-time
and life-cycle management of slices are known in the network slicing
specification and support the performance evaluation [50,51]. Includes
those KPIs: mobility, end-to-end delay, resource utilization, to name a
few. In this paper, we consider the KPI Slice Deployment Time (SDT) of
every single domain, realizing the sum of all the time spent to measure
the total multi-domain deployment time. Also, we take into account
the Integrity KPI [51], which relates to the ability of a network slice to
deliver information end-to-end, considering the delay and throughput
metrics experienced by an application.

The choosing the best path approach that befalls internally in the
domains, considering the network policy parameters: latency between
the links, allows without losing generality to describe the proposed
Algorithm 1 as a Dijkstra network quality-based. The weights that are
assigned to the edges respect this function: 𝑦 = 𝑓 (𝑥), where 𝑓 (𝑥) = 𝑋,
which is the average latency measured by the probe process between
pairs of routers belonging to a candidate path. We create an RPC API
that brings link measurements through the vnstat tool.

The network experience measurement on the network slices con-
idered the jitter metric. We build one network slice, considering the
ata path proposed by OSPF and BGP, while the other held the network
olicy orientation approach. Voluntarily, in the OSPF data path, despite
he smallest cost from the routing perspective, we inserted a quality
eflector mechanism in the link in order to simulate the packet losses,
atency, and jitter.

We performed it through the NetEm tool, which allows adding ad-
erse conditions to a network link. It was selected due to the excellent
ccuracy given to the input parameters and the behavioral response of
he network [52]. The deflator parameters arbitrarily used to degrade
he link quality between the 𝑅1 and 𝑅3 routers are the following: 20 ms

latency and 30 ms jitter occurring according to a normal distribution
and with a correlation of 20% between the current package and the
previous ones.

Regarding Integrity KPI, to assess the scalability of the NASOR on
network slices deployment between multiple domains, we led a bench-
mark on our prototype considering the topology of Fig. 9. We evaluate
both according to a partial factorial experimental. We measure the
performance in a network slice using the iperf3 tool [53], considering
a scenario with two factors, two levels, and throughput and latency as
response variables, as shown in Table 2.
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Table 2
Methodology for the partial factorial project.

Levels

Factors
A: Flavor 1: 1 vCPU & 1 Gb RAM

−1: 2 vCPU & 2 Gb RAM

B: n. Slices
SID Table

1: 300 k Slices
−1: 1 Slice

The equation which gives the partial factorial experimental design
s: 𝑦 = 𝑞0 + 𝑞𝐴𝑥𝐴 + 𝑞𝐵𝑥𝐵 + 𝑞𝐴𝐵𝑥𝐴𝐵 , where their quotients are calculated

according Eqs. (1), (2), (3), (4).

𝑞0 =
1
4
× (𝑦1 + 𝑦2 + 𝑦3 + 𝑦4) (1)

𝑞𝐴 = 1
4
× (−𝑦1 + 𝑦2 − 𝑦3 + 𝑦4) (2)

𝑞𝐵 = 1
4
× (−𝑦1 − 𝑦2 + 𝑦3 + 𝑦4) (3)

𝑞𝐴𝐵 = 1
4
× (𝑦1 − 𝑦2 − 𝑦3 + 𝑦4) (4)

Following, the Total Sum of Squares (TSS) given by Eq. (5) will give
the total variation of the response variables and the variations due to
the influence of factor A, factor B and the interaction between A and
B.

𝑇𝑆𝑆 = 22𝑞2𝐴 + 22𝑞2𝐵 + 22𝑞2𝐴𝐵 (5)

The experiment aimed to answer the following questions: 1 – how
much time does NASOR spent to deploy a network slice using the
conventional approach which obeys the data plane path provided by
the routing algorithms, compared to an approach that explores the
Open Policy Interface, to define a path for network slice on the multi-
domain scenario, according to Fig. 9? 2 – is there a scenario where the
slice data path built taking into account the routing algorithms does
not offer satisfactory performance compared to a network slice that
deployed over an alternative path, one that considers the quality of the
links? 3 – Regarding scalability, what is the most influential factor in
the performance of a multi-domain network slicing, considering both
throughput and latency?

5. Results

In order to answer the guiding questions, we ran 50 deployment re-
quests against NASOR of Domain B, which follows the routing
algorithm-built data path. Similarly, the other 50 deployment requests
considered the OPI, hurled against the NASOR of Domain A. The graph
depicted in Fig. 10 allows inferring the network slice deployment
time, which takes into account the link quality real-time analysis of
about 12.27 ms average below a 5% error. In contrast, the baseline
deployment, which takes into account the data path of the routing
algorithms and does not perform any real-time analysis of link quality,
was 1.07 ms, also subject to the 95% of the confidence interval.

Quantitatively, it is possible to discuss the disparity in the time
taken to implement one approach over another. Although the objective
of the experiment is to evaluate the OPI suitability as a mechanism to
establish network slices dynamically and closer to user requirements,
it is essential to consider some mathematical aspects that affected the
performance of the two approaches under discussion. The first highlight
is the approach that considers a policy based on the network quality,
which presents itself as closer to the user requirements, with two
components that affect the final implementation time. The first one is
the evaluation time that the probe engine takes on the links among
candidate paths. Hence, the network slice description file established
that NASOR should evaluate the link quality in the 2 second time frame.

Different evaluation times could fill the network slice description
file. However, longer evaluation time for the link would lead to a
constant additional time 𝐾 × 𝑛, where 𝐾 is the evaluation time-lapse,
141
Fig. 10. Deployment Time considering Different Policies.

nd 𝑛 is the number of links to be evaluated. In this experiment, we
ompare the baseline time, which is the underlying mechanism of
ASOR, namely: a mechanism for establishing network slices in multi-
omain scenarios on top of the OSPF and BGP data plane against the
etwork-aware approach. When exploiting the OPI and comparing the
echanisms for establishing paths supported by it with the baseline, the

im is to add and discuss the dynamism in network slicing operations.
dditionally, we demonstrate that NASOR goes beyond the state-of-

he-art by proposing dynamism in the establishment of inter-domain
etwork slices.

The second aspect that impacts the network slice deployment is
he nature of the path selection algorithm, a function that, given the
nput size, requires an amount of time to produce the output. For
his experiment, which explores the OPI, two mathematical operations
efall: (1) finding all paths given a source 𝑠 and a destination 𝑑;

(2) considering the link quality of those along each candidate path.
Therefore, according to the algorithm complexity notation, the worst
case to return the possible paths (in this experiment: candidate paths)
is of the order 𝑂(𝑛!) [54]. Additionally, it should be noticed that it is
an inefficient algorithm for 𝑛 samples that are large enough.

In contrast, the network slicing deployment that considers the data
path constructed by the routing algorithms does not experience this
additional time overhead. When it is not oriented to the network policy,
the network slicing establishing process passes through the elements
and interfaces of the router control plane and configures the network
slice parameters. The path computation time (reachable networks) is an
essential task of the routing algorithms that do not affect the network
slicing time by NASOR.

The NASOR mathematical formalism in sequential search process
in a given router is polynomial 𝑛𝐹𝐼𝐵_𝑆𝑒𝑎𝑟𝑐ℎ. Thus, this operation is
performed for each router 𝑛𝑅𝑜𝑢𝑡𝑒𝑟, so 𝑛𝑅𝑜𝑢𝑡𝑒𝑟 × 𝑛𝐹𝐼𝐵_𝑆𝑒𝑎𝑟𝑐ℎ ≡ 𝑛2, whose
upper limit is 𝑛2. Additionally, it is important to note the OSPF
complexity time of the ASs, so we have 𝐸 × log𝑉 , where 𝐸 refers to
links and 𝑉 refers to routers [55,56].

Also, the Algorithm 1 is greedy-based. Nonetheless, a further effi-
cient approach is acceptable, and according to [57], it is a NP-hard class
problem whose merit transcends the objective of the experiment.

Slices management and orchestration mechanisms must be able to
allocate resources considering efficiency. This allocation must be com-
patible and verifiable considering the two parts, the operator and the
user [58]. In this sense, metrics of scalability, performance and man-
ageability can support evaluating solutions for network slicing deploy-
ment. Another aspect of network slicing performance refers to the run-
time [50], aiming this measurement, we consider a Voice over Internet
Protocol (VoIP) application containing low-latency, higher through-
put and jitter requirements, desired in enhanced Mobile Broadband
(eMBB) and Ultra-reliable and Low-latency Communications (URLLC)

applications [51,59–61].
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Fig. 11. Jitter experienced by the Voice over Internet Protocol (VoIP) application on
etwork slices implemented on two types of path choices.

We carried out another experiment that assesses the impact of
hoosing a path for a network slicing procedure. Furthermore, it ex-
ands the previous one concerning application quality, and its results
re reported in the graph of Fig. 11. According to this experiment, there
re only two possible paths for establishing the network slice, which
uns through routers 𝑅1, 𝑅3 and 𝑅4, and path 𝑅1, 𝑅2, 𝑅3 and 𝑅4.
dditionally, from Fig. 11, it is possible to understand that there are

wo jitter quantities to be analyzed, an average of 23.60 𝑚 and another
f 1.1 ms.

A VoIP packets flow containing about 4,500 UDP packets car-
ying voice chunks processed by the codec G711a [62] on top of
reated network slice. The observed jitter was 23.60 ms jitter in the
reen-colored network slice, according to the experimental scenario
llustrated in Fig. 9. Moreover, the network slice is based on the routing
lgorithms, which has a quality degradation between the 𝑅1 and 𝑅3
outers voluntarily inserted.

The measured jitter on the red network slice was, on average, about
.1 ms. The red slice was built according to the third-party mechanism,
hich uses the OPI, who measured a real-time link quality. After the
lgorithm assessing the link quality on the candidate paths and, as
lanned, the best path measured by the OPI mechanism is the one
hat runs the routers 𝑅1, 𝑅2, 𝑅3, and 𝑅4 consecutively. Thereby, the
oice over Internet Protocol (VoIP) application on that network slice
xperiences a jitter of 1.1 ms.

It is important to note these network slices, on which the Voice over
nternet Protocol (VoIP) application carried its data, followed the same
eployment steps as the previous experiment. Thus, the red network
lice chosen after an exhaustive quality links evaluation in the two
andidate paths. Also, the red network slice took more time, as already
entioned, because the link quality in the topology was systematically

valuated, namely: 𝑅1 ↔ 𝑅2, 𝑅2 ↔ 𝑅3, 𝑅3 ↔ 𝑅4, 𝑅1 ↔ 𝑅3 and
3 ↔ 𝑅4, respectively.

Thus, the OPI feature allows making some assertions. First, adding
ynamism to the network slice establishment shed light in the state-
f-the-art as a contribution. Considering the available solutions does
ot provide this dynamism, especially in the multi-domain modality.
econdly, depending on the purpose of the network slice, the data path
ased on the routing algorithms may not be the best decision.

Indeed, there are approaches to OSPF that balances traffic, multi-
aths, and others that deal with scenarios such as equal weight for
everal possible paths. However, the most important aspect is the
aterialization of a mechanism for network slicing that allows the
ser/domain administrator to define the path of the network slice ac-
ording to a policy described in the Network Slice Template Description
NSTD) file.

The NSTD file extends ETSI NST, including a new tag that specifies
ultiple ASs network slicing. Our NSTD file carries a description of

he ASs, including the ASN source and destination and the application
142
able 3
xperimental results.
Experiment Factors Dependent variable

vRouter Flavor SID Table 𝑋 Latency (ms) 𝑋 Throughput (Mbps)

#1 −1 −1 0.608 990.6
#2 1 −1 0.489 1016
#3 −1 1 4.028 1162
#4 1 1 1.863 1204

Table 4
Influence of factors and their interaction.

Parameter Latency (ms) Throughput (Mbps)

Estimated average Variation Estimated average Variation

𝑞0 1.747 1093.15
𝑞𝐴 −0.571 16.11% 16.85 3.39%
𝑞𝐵 1.1985 70.97% 89.85 96.40%
𝑞𝐴𝐵 −0.5115 12.93% 4.15 0.21%
𝑆𝑆𝑇 8.096302 33496.67

requirements specification, such as bandwidth and latency constraints,
that will use the network slice.

The results related to the NASOR scalability on the network slices
eployment had been collected from the partial factorial experimental
esign. According to Table 2, Factorial Design is the structure of the
erformance evaluation method that we carried out in the NASOR
valuation. Hence, the experimental design containing the results with
he sample means are according to Table 3, where each factor had been
ried varying in two levels.

Thus, according to Table 4, the factor that most impacted the
atency response variable is factor B, size of the SID table: in the
xperiment, it contained records of 300 thousand different slices, mak-
ng a 70.97% influence on the response latency variable. Besides, it
s possible to infer that factor A, the flavor of the virtual router,
xerted 16.11% influence on the response variable followed by 12.93%
nfluence factors A and B combined.

Furthermore, the results referring to the throughput response are
vailable in Table 4. The Table allows us to infer that the factor that
ost influenced the throughput was the number of slices implanted, as

hown by the number of entries in the SID table, implying 96.40% of
he influence on throughput. Besides, factor A referring to the flavor
f the virtual router exerted a 3.39% influence on the throughput
erformance experienced by the slice running iperf3, followed by the

minimal influence of the combination of factors A and B, with about
0.21%.

6. Concluding remarks

This work presented a network slicing framework for multiple do-
mains on top of the Internet data plane. Our approach, leveraged by
SDN, NFV, and Segment Routing technologies, allowed the underlying
domain infrastructures to apply configurations entity-by-entity and
grant connectivity to the user applications.

Besides, it advanced the state-of-the-art, providing dynamism in
establishing the multi-domain network slices and bringing a recursive
network slicing framework. Carried experiments in simulated scenarios
highlighted the potential of this proposal’s feasibility and scalability to
compose the current network infrastructure.

We have also consolidated a comparative table, classifying state-of-
the-art approaches according to multi-domain features to demonstrate
the technological and scientific outcomes (see Section 2.4). Addition-
ally, we have positioned the applicability and advances of NASOR
against its peers.

Besides, this paper sheds light on the current understanding of ser-
vice orchestration, traditionally computer-based. The proposed frame-
work describes essential entities for network slice management. It
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allows a network slice to be resized exhaustively while respecting the
original slice’s restrictions and capabilities.

Additionally, NASOR brought an interface that extends the essen-
ial management and orchestration functionality, thereby increasing
he fine-grained network slice specification level in service customiza-
ion. The OPI proposal aimed to consolidate dynamism in establishing
etwork slices across multiple domains.

Experimental results showcased that the OPI applicability to ad-
ance the state-of-the-art with dynamism for network slices deploy-
ent. It is also possible to gather from the experiments that the

dditional overhead in the network slice deployment has succeeded
ith enhancements in Voice over Internet Protocol (VoIP) applications’
uality of Service.

It also exemplified the life-cycle management and run-time behavior
f a network slice towards the eMBB requirements in a multi-domain
cenario. Besides, a partial factorial experimental, considering the KPI
ntegrity, showcases that the slice table (SID) size is the most influential
actor in the latency and throughput in a scalability scenario with
everal concurrent slices.

Some research challenges lay further. First, we need to evaluate new
ethods for guarantee and improving Quality of Service and reliability

or network slices deployed through NASOR. Knowing these methods
s relevant because they guarantee connectivity under controlled varia-
ions, maintaining application requirements. Second, it seems relevant
nd challenging to propose and evaluate intelligent multi-domain net-
ork slicing methods that consider the economics of resources and

he requirements’ satisfaction according to a service agreement. We
onsider it relevant for a network slice to offer a connectivity ecosys-
em without wasting resources. Lastly, security in network slicing is
hallenging, especially security in distributed architectures with open
nterfaces, which bring interoperability and security concerns [63].
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