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Abstract—New applications bring a new set of requirements
that the Internet is not able to satisfy in a proper way. Internet
architecture must be reviewed and researchers from all over the
world are engaged in the design of a new Internet. Software
Defined Networking (SDN), which is materialized in OpenFlow,
represents an extraordinary opportunity to rethink computer
networks. In this paper, taking advantage of SDN and the
concepts of our previous work regarding the Entity Title Model,
we present a proof of concept OpenFlow based implementation
of the Entity Title Architecture. It is a clean slate network
architecture for future networks where multicast and mobility are
seamlessly provided. By using this implementation, we describe
some experiments conducted and present a comparison between a
video application implemented first, using the TCP/IP stack and
then using our architecture focusing on its multicast capabilities
and by consequently reducing bandwidth consumption. The
results presented in this paper show that this consumption near
the source by using our architecture remains constant while using
TCP/IP it increases monotonically.

I. INTRODUCTION

The design of the Internet and its main concepts came to
life in the sixties [1] and its core protocols where designed in
the seventies [2]. After four decades and a huge success, most
of that initial design is still in place. However, applications
vastly different from those that initially used the network are
now being developed and bringing a new set of requirements,
such as mobility, that current Internet is not able to satisfy in
a proper way due to its limitations [3].

The Internet architecture must be reviewed and researchers
from all over the world are engaged in the design of a
new Internet, from the ground up. This so called clean slate
approach frees the research from the legacy of the current
architecture and fosters innovations [4]. At a future time, when
results should be deployed, the research will then be focused to
the transition from the current Internet to the Future Internet.

Software Defined Networking represents an extraordinary
opportunity to rethink networks by using some abstractions
that decouples the software that controls the network elements
from the hardware, offering a open and well defined interface
to control and modify the hardware behavior.

SDN, whose philosophical bases where presented by the
4D architecture [S5] and refined by the Ethane architecture[6],
allows new networking protocols to be defined and readily
experimented in real conditions in production networks.
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SDN, currently, is materialized in OpenFlow [7]. Essen-
tially, OpenFlow separates the data plane from the control
plane, defining an OpenFlow switch. While OpenFlow works
with current networks, it can be used to shape and deploy
future network architectures. In this context, SDN and Open-
Flow are fostering our research by enabling a viable deploy
and experimentation.

In previous works we introduced the Entity Title Model,
which is a vision of how entities are enable to semantically
[8] specify their requirements and capabilities, in order to
communicate with each other by using a specific naming and
addressing scheme, based on a topology independent name
that unambiguously identifies an entity [9], i.e., its Title. The
Domain Title Service (DTS)[10], is a distributed system over
the network elements responsible for aiding communicating
entities in locating their peers and in negotiating the establish-
ment and maintenance of their conversations, accordingly to
the Entity Title Model.

In this paper we present some components of the Entity
Title Architecture, a proof of concept network architecture
based on the Entity Title Model, implemented by using Open-
Flow, which demonstrates the feasibility of our approach by
focusing the multicast aspect. We do so by further describing
the DTS, a key concept of the architecture and how it relates
to OpenFlow in Section II. In Section III we describe some
experiments conducted and presents a comparison between a
video application, implemented first using TCP/IP stack and
then using the presented architecture. In Section IV we present
some related works and finally in Section V we make some
concluding remarks and presents a future work.

II. THE ENTITY TITLE ARCHITECTURE AT A GLANCE

The Entity Title Architecture is a realization of the Entity
Title Model [9] and some basic concepts of this architecture
are the Domain Title Service (DTS), featuring an Entity, its
Title and a clean slate naming and addressing scheme, where
mobility and multicast are seamlessly provided. The focus of
this paper is to present the multicast native capabilities of the
architecture.

An Entity has communication requirements and capabilities
that can be semantically understood from top to bottom layers.
Besides this, it has at least one Title and a location that is
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variable over time. Some examples of entities: a content, a
service, a sensor, a smart phone, an application, a process.

The Title is a topology independent designation to ensure
an unambiguous identification of an entity. One title designates
only one entity, but one entity may have more than one title.
The title plays a key role in order to provide the horizontal
addressing [11] of the entities.

The Domain Title Service (DTS)[10] is a distributed system
over the network elements, responsible for maintaining infor-
mation regarding all the entities in that domain, such as the
associated titles, the communication requirements and capabil-
ities over time, the connection setup and the maintenance of
them. The DTS may be divided into in several parts, being the
Domain Title Service Agent (DTSA) the system’s cornerstone.

The DTS deals with all the control aspects of the network
and maintains the knowledge, inside the network, about itself,
playing an important role at central aspects of networking like
naming and addressing.

The communication between the entities is provided by the
workspace, that represents the path where data is transported
to all entities connected to such workspace. A workspace is
created when an entity needs to communicate with another
for a specific purpose, such as video-conferencing or file
sharing. In order to create a workspace, the entity must
specify the requirements it has and capabilities it may offer in
conversing with other entities in the workspace. For example,
the entity may require secrecy and delivery guarantees from its
peers, while also offering a maximum bandwidth value. If the
requirements change during the conversation, the DTS brokers
their renegotiation between the entities of that workspace.

A detailed description on how the requirements and capa-
bilities are expressed and stored within the DTS is out of the
scope of this paper, but in a few words an OWL (Web Ontology
Language) based syntax is used to express them, accordingly
to what is specified by the Entity Title Model [9] and this
information is stored at the DTSA.

All entities that share a workspace see the same message
exchange. That is, any message sent by one entity is multicast
to all the other entities in the workspace. Delivery, ordering, or
other guarantees are provided only if required, thus making an
efficient use of the physical layer. If an entity is interested in
a conversation going on in an existing workspace, the DTS
provides the tools for discovering such workspaces, so the
entity may join the conversation at any time. That is, given
that the entity passes any authentication and authorization
restrictions associated to the workspace.

A. Entity Title Architecture Protocol Stack

Considering the previously presented concepts, the Entity
Title Architecture can only be realized with a new protocol
stack, especially at the Transport and Network layers. In fact,
we consider a new layer, called Communication Layer, which
contains functionality that today are related to these layers,
as depicted at Fig. 1. This protocol stack is compatible with
current application layer protocols as denoted by some protocol
names presented at the figure. Is important to notice that the
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compatibility is not limited to the protocols presented at the
figure.

The unusual representation of the Communication Layer
highlights that this layer may contain functionalities only as
required. Then, at a local network, only a packet ordering can
be required and no routing is necessary, thus, the thin portion
of layer is used. When handling inter-networking, with secrecy
and QoS, for example, the full layer is used instead.

The Communication layer uses current link layer protocols
and at this moment, we consider IEEE 802 family of protocols,
making possible to deploy the architecture at current devices
using wired and wireless access links.

Communication

(Entity Title Protocol)

Link Layer

IEEE 802 Protocol Family

Fig. 1. Entity Title Architecture Protocol Stack.
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Fig. 2. Communication Layer Protocol Data Unit.

In order to handle the dynamic behavior of the Communi-
cation Layer, a protocol with a variable header was defined, as
presented in Fig. 2. The frame data is based on 802.1Q, and a
novel variable size field, called ETP (Entity Title Protocol)
was inserted to support our communication model. To be
compatible with current networks, the source and destination
MAC addresses contains the leftmost and rightmost bits of
Title of the destination entity. Usually, the destination is the
DTS in case of control primitives, or a workspace in case
of the data plane communication. This approach represents a
paradigm change regarding naming and addressing at current
networks. After this header, the payload contains the data from
the Application Layer. Using this approach, the Entity Title
Architecture retains compatibility with current Application
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Layer services. Our experiments executed until this moment
shows that just some few lines of code need to be changed in
order to make an application that uses the network, compatible
with the Entity Title Architecture by using our socket library.

B. DTSA as the Controller

The DTSA is responsible for both keeping the entities’
and workspaces’ metadata, and for coordinating the network
elements to implement workspaces. Hence, implementing the
DTSA and, therefore, the DTS requires control of network
elements, which is not viable at the current networks. However,
by using the SDN abstraction, the architecture can come to life
and prototyping become possible by using OpenFlow [7].

An Openflow switch contains one or more flow tables that
are used for packet lookup and forwarding. Each entry at
the flow table contains a key and associated actions that are
executed in the presence of a match. The behavior of the
switch is driven by the flow table state and the Controller
is responsible for it’s maintenance, providing the ability to
change the switch behavior on the fly by modifying the flow
table.

The ability to change the switch behavior on the fly by mod-
ifying the flow table makes it suitable to the experimentation
of new naming and addressing schemes.

The flow table [7] will handle the information to produce
the workspace materialization. It’s important to notice that
this implementation assumed the use of OpenFlow 1.0 based
switches, and in this case almost all the header fields used
by OpenFlow to perform the match against the flow table are
not suitable to be used, because the communication does not
rely on the TCP/IP stack. In this case, the implementation use
just some of these fields to accommodate the entity’s title,
particularly Ethernet source and destination address, giving a
title the maximum size of 96 bits.

Newer versions of OpenFlow offers the concept of an
extensible match and this is a very interesting feature for this
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work, but an assumption at this moment is that the Entity Title
Architecture must be ready to run at most available OpenFlow
based substrates, specially those that use hardware switches.

As the DTSA’s task of coordinating network elements is
closely related to that of managing flows by an OpenFlow
controller, we have decided to implement the first on top of the
latter. In a nutshell, we extended the FloodLight open-source
OpenFlow controller [12] to closely work with the DTSA.
To this proof of concept, FloodLight was selected because it
combines ease of development and, at the same time, can be
deployed in production networks.

The extension to the Floodlight controller consisted in a new
module that instantiates the DTSA and handles the exchange of
DTS control primitives, by listening the communication with
the OpenFlow switch. By default, all primitives that do not
match any of the rules in the switch flow table are sent to the
DTSA, as illustrated by Fig. 3. When a message is received,
the listener is called and checks if the message is a defined
primitive, as detailed in table I. If so, the message is delivered
to DTSA that processes it and modifies the switches using a
flow_mod.

Initially an entity willing to provide data requests the
WORKSPACE_CREATE message. This primitive will be for-
warded by the switch to the DTSA, using the OpenFlow
OFPT_PACKET_IN message. DTSA will receive this indica-
tion and will create a Workspace storing it’s Title, requirements
and capabilities. As well, using the Workspace Title a new
flow table entry key will be created and a rule indicating that
all packets sent to this workspace should have as output the
physical port where the entity that created the workspace is lo-
cated. By using the OpenFlow OFPT_FLOW_MOD message,
this rule will be added to the flow table.

A registered entity that wants to receive the data pro-
vided by the workspace, should attach to it by using a
WORKSPACE_ATTACH message. This primitive also will be
forwarded to the DTSA and in the same manner, by using



TABLE I
PRIMITIVES AND THEIR SEMANTIC REGARDING OPENFLOW.

Primitive
ENTITY_REGISTER

Meaning

Registers an entity at the DTS. To
be registered an entity must present
its title, capabilities and communi-
cation requirements

Create the workspace. Using a
flow_mod message adds a new flow
identified by the Entity Title, in this
case a bit string up to 96 bits stored
at the fields Ethernet Source and
Destination address the entry key
at the flow table

Attaches an entity in a workspace
and using a flow_mod message, up-
dates the output ports to include
this entity

Removes an entity from the DTS
and updates flow tables

Removes an entity from a existing
workspace and updates flow tables
accordingly

Removes the flow entries regarding
a workspace

WORKSPACE_CREATE

WORKSPACE_ATTACH

ENTITY_UNREGISTER

WORKSPACE_DETACH

WORKSPACE_DELETE

the OpenFlow OFPT_PACKET_IN and OFPT_FLOW_MOD
messages, it will modify the flow table to include the physical
port of the requesting entity into the current workspace. At this
moment, for this specific workspace the action at the flow table
will be modified an will contain an output to all the physical
ports where the local entities of that workspace are connected.
Another entity could be attached to the workspace by pursuing
the same procedure and becoming part of the sharing entities,
as depicted by Fig. 3.

III. EVALUATION

To experiment and evaluate the Entity Title Architecture,
and specially the DTSA and the addressing by using the
workspace and its multicast capabilities, a prototype DTSA
as presented in Section II-B was implemented and some
experiments were conducted.

A simple topology, as depicted at Fig. 4, was defined. At the
right side, a server contains a Video Application that produces
a stream based on MJPEG. At the left side, at a host, one
or more clients where instantiated during the experiments.
Between these two hosts there are three OpenFlow switches.
Although it is a simple topology, it reflects a common situation
where a server and a client are separated by a group of
switches. The topology was created using MININET [13], a
system for rapidly prototyping OpenFlow based networks.

To perform a comparison of the Entity Title Architecture
and the use of the TCP/IP architecture for networking, two
different server applications where created. The first one based
on the UDP and IP protocols and the second one based on
our approach. Essentially, these applications are the same, and
the main difference between them is just how the sockets are
created and used.

At the application layer, a Real-time Transport Protocol
(RTP) [14] based message is created, then, in the first case,
Datagram Socket is used to send this message. The second
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video application, that uses the Workspace, creates a Finsocket,
which is based in Raw Sockets. The Raw Sockets does not
use the TCP/IP stack and directly creates a frame and send it
over the physical medium. In fact the Finsocket does create
a frame based on the Ethernet frame, but it does not contain
the traditional information at its headers. Instead, the source
address contains the leftmost bits of the workspace title and
the destination address field, it’s rightmost bits.

Each server application was started and a different number
of clients connected to it, requesting data. Considering the
UDP/IP server application as the number of clients increases,
the bandwidth usage increases as well, since several streams
are instantiated. The video server that uses the Entity Title
Architecture remains with a constant use of the bandwidth
at the source, no matter the number of clients. This happens
because the data is sent to workspace and a client connects
to workspace, not directly to server. The Fig. 5 shows the
bandwidth usage obtained in the comparison.
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s E ity Title Architecture
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Fig. 5. Bandwidth usage at the source versus the number of clients.

Fig. 6, shows the bandwidth usage in each situation over
the time for a fixed number of clients. The UDP/IP based ap-
plication shows a higher consumption as the number of clients
is increased during observation, whereas the workspace based
data transmission remains constant, no matter the number of
clients.

IV. RELATED WORK

At this moment, several research groups are working to-
wards a Future Internet architecture. At the European Union,
almost a hundred different projects are funded within the
Seventh Framework Programme (FP7), under the Objective
1.1, the Network of the Future, and from those some are
directly related to Future Internet like 4WARD, CHANGE,
MEDIEVAL, PURSUIT, SAIL, SENSEI, TRILOGY and UNI-
VERSELF [15]. A detailed description of these projects is out
of the scope of this work, but in general they are based on
a clean slate approach and addresses different aspects of the
desired Future Internet.

The 4WARD Netinf [16] concept, based on an information-
centric paradigm, is related to the Domain Title Service (DTS)
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Fig. 6. Bandwidth usage versus the number of clients.

and its naming based on the Title can leverage Netinf concept.
The DTS can deal with the information and with the context of
the consumers taking into account their communication needs
at each context, supporting their change over time.

The Entity Title Architecture be used at the communications
layer to the real world architecture envisaged by SENSEI [17]
project, and besides that, the concept of addressing by the use
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of a Title is suitable for real world Internet and its sensor
networks.

At the United States, the Future Internet Architecture (FIA)
[18], which represents a consolidation from a previous pro-
gram, contains at this moment four projects that are dealing
with aspects of the network such as: content-centric networks,
mobility, cloud Computing and security. The MobilityFirst [19]
network architecture has focus in mobility and proposes a
new protocol stack that considers a new naming scheme based
on a Globally Unique Identifier (GUID) which can provide
mobility and multicast. The Title is related to the GUID, but
the workspace concept provides an out-of-band control of the
packets delivery while in MobilitFirst architecture the control
happens in-band. This MobilityFirst architecture is planning
to work with experimental design based on SDN by using
NetFPGA [20] based switches.

In this scenario, with different projects, the Entity Title
Architecture represents an additional proposal that might con-
tribute to this research area. The panorama presented sustains
the main ideas regarding this work, that are: a new protocol
stack for the Internet that replaces TCP/IP stack, a new naming
and addressing scheme, an experimental approach using SDN
and the vision of collaboration between the research commu-
nity.

V. CONCLUDING REMARKS AND FUTURE WORK

Considering the new set of requirements, Internet architec-
ture must be reviewed. This process of revision using a clean
slate can free researchers of current shortcomings, providing
a rich environment for experimentations.

In this paper we present a SDN based implementation of the
Entity Title Architecture. This work focused in the presentation
of the main concepts of the architecture and how they related
with OpenFlow. Others aspects of the architecture like naming,



discovery, routing, security, among others, where not covered
and will be presented in future works.

Although OpenFlow can be used to implement new naming,
routing and addressing schemes, the literature regarding this
subject does not contain detailed descriptions about how this
can be accomplished and this work intends to contribute
regarding this subject, as well. Thus, besides demonstrating
experimentally the Entity Tile architecture, this works also
shows how an IP centered OpenFlow switch, compliant with
OpenFlow 1.0 specification, may be used in networks that
completely drop the TCP/IP stack from the data plane by using
a new semantic for the flow table.

The evaluation of the implemented architecture, showed that
the bandwidth used at the source remains constant no matter
the number of clients connected to it. The impact of this fact
is that actual links can be used to supply services like ultra
high definition videos with an efficient energy consumption.

This was an expected result, because the Entity Title ar-
chitecture is based on a new naming and addressing scheme,
where the destination address is the workspace and while the
packet is sent to a workspace, all entities that are part of it
receives this packet bringing to the architecture a seamless
multicast capability. The workspace also brings mobility, so,
while in the same DTSA , it can move between ports and in
the presence of this event, the flow table will be automatically
updated. The mobility between DTSAs is also being deployed
and experimentally tested.

In order to scale the experiments, we have started exper-
imenting this prototype using the OFELIA test bed [21] and
reporting on these experiments is the subject of future work.

The results show that we are facing a viable approach to
bring richer and efficient services to the network, collaborating
with the research that aims to define, design and deploy next
generation computer network architectures.
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